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About This Guide

This guide describes the functionality and usage of the Open Enterprise Server 2018 SP1 (OES 2018
SP1) migration tool. This guide covers the following topics:

*

*

Chapter 1, “Overview of the Migration Tools,” on page 15

Chapter 2, “Overview of the Migration GUI,” on page 21

Chapter 3, “What’s New or Changed in the Migration Tool,” on page 37
Chapter 4, “Planning for Migration,” on page 41

Chapter 5, “Using the Migration Tool GUI,” on page 45

Chapter 6, “Troubleshooting Issues,” on page 49

Chapter 7, “Preparing for Server Migration,” on page 53

Chapter 8, “Using the Migration GUI Tool,” on page 55

Chapter 9, “Preparing for Transfer ID,” on page 61

Chapter 10, “Using the Migration GUI Tool for Transfer ID,” on page 65
Chapter 11, “Using Migration Commands for Transfer ID,” on page 73
Chapter 12, “Running Transfer ID Remotely,” on page 83

Chapter 13, “Post Transfer ID Migration,” on page 85

Chapter 14, “Troubleshooting Issues,” on page 89

Chapter 15, “Security Considerations for Data Migration,” on page 95
Chapter 16, “Migrating File Systems to OES 2018 SP1,” on page 101
Chapter 17, “Migrating eDirectory to OES 2018 SP1,” on page 145
Chapter 18, “Migrating AFP to OES 2018 SP1,” on page 149

Chapter 19, “Migrating CIFS to OES 2018 SP1,” on page 155
Chapter 20, “Migrating DHCP to OES 2018 SP1,” on page 167
Chapter 21, “Migrating DNS to OES 2018 SP1,” on page 181
Chapter 22, “Migrating DSfW to OES 2018 SP1,” on page 187
Chapter 23, “Migrating LUM to OES 2018 SP1,” on page 191
Chapter 24, “Migrating FTP to OES 2018 SP1,” on page 193

Chapter 25, “Migrating iPrint to OES 2018 SP1,” on page 199
Chapter 26, “Migrating NetStorage to OES 2018 SP1,” on page 227
Chapter 27, “Migrating NTP to OES 2018 SP1,” on page 231

Chapter 28, “Migrating NCP to OES 2018 SP1,” on page 233
Chapter 29, “Migrating OpenSLP to OES 2018 SP1,” on page 235
Chapter 30, “Migrating Proxy users to OES 2018 SP1,” on page 237

Audience

This guide is intended for network administrators, installers, and consultants who are involved in

migrating data and services to OES 2018 SP1.

About This Guide
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Feedback

We want to hear your comments and suggestions about this manual and the other documentation
included with this product. Please use the User Comments feature at the bottom of each page of the
online documentation.

Documentation Updates

For the most recent version of the Migration Tool Administration Guide, visit the OES 2018 SP1 Web
site (https://www.novell.com/documentation/open-enterprise-server-2018/).
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I Overview

+ Chapter 1, “Overview of the Migration Tools,” on page 15
+ Chapter 2, “Overview of the Migration GUI,” on page 21
+ Chapter 3, “What's New or Changed in the Migration Tool,” on page 37
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Overview of the Migration Tools

Migration is the process of migrating services, file system data, and eDirectory information from an
existing NetWare 6.5 or OES servers to an OES 2018 SP1 server. The Migration tool now supports
migration of Active Directory trustees. The Migration Toolkit is designed to meet all your migration
needs.

In this document, the supported NetWare and OES servers are referred to as the source server, and
the OES 2018 SP1 server is referred to as the target server.

The following topics are discussed in this section:

+ “Migration Tool Enhancements” on page 15
+ “Different Migration Tools” on page 15
+ “Migration Scenarios” on page 16

+ “Support Matrix for NetWare and OES Services” on page 18

Migration Tool Enhancements

The Migration Tool has an enhanced graphical user interface (GUI), which enables you to migrate all
the services from the source server to the target server. The Migration Tool uses a plug-in
architecture and is made up of Linux command line utilities with a GUI wrapper.

Features

+ Supports migration of AD trustees

+ Transfer ID GUI now supports proxy migration from source OES Linux server to target OES 2018
SP1 server.

+ In Transfer ID, you can perform unattended full repair of eDirectory (existing option in earlier
OES releases) and local eDirectory database and network repair

+ Use a Transfer ID scenario to migrate the server identity.

+ Create a migration project to migrate multiple services.

¢ Schedule and run the migration at your convenience.

+ Receive an e-mail message indicating the success or failure of the migration process.

+ Display the status of the migrating service and display service-specific logs.

+ Display the overall progress of migration and display the logs.

+ View a summary of the options configured for each service and for the entire migration project.

Different Migration Tools

The following table lists the tool to use for migrating services, depending on the source platform and
target platform.

Overview of the Migration Tools 15



Table 1-1 Migration Tools Matrix

Source Platforms Target Platforms Migration Tool For Information
From any of these physical To this physical or Migration Tool Chapter 2, “Overview of
servers: virtualized server: the Migration GUI,” on
page 21

+ OES 2018 SP1 + OES 2018 SP1

+ OES 2018

+ OES 2015 SP1

+ OES 2015

¢ OES 11 SP3

¢ OES 11 SP2

¢ OES 2 SP3Linuxon SLES

10 SP4

+ NetWare 6.5 SP8
From any of these physical To this physical or Server Server Consolidation and
servers: virtualized server: Consolidation Migration Toolkit

Migration Toolkit 1.2 Administration Guide
+ NetWare 5.1 SP8 + NetWare 6.5 SP8

Migration Scenarios

The Migration Tool supports the following scenarios:

*

*

“Migrate” on page 16

“Transfer ID” on page 18

Migrate

The Migrate scenario helps you reorganize your network by copying the service configuration and
data from any number of source servers to the target server. By consolidating data on new, more
powerful servers, you can simplify your network administration processes and lower your IT costs.

This section describes example scenarios of how to consolidate your data.

*

+ “Cross-Platform Data Consolidations” on page 18

“Sample Scenarios” on page 16

Sample Scenarios

The benefits of the Migration Tool can be better understood through examining some sample
scenarios.

+ “Basic Server Consolidation: Many-to-One” on page 17

+ “Consolidating Data from Multiple Servers onto a Two-Node Cluster” on page 17
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Basic Server Consolidation: Many-to-One

In this scenario (see Figure 1-1), you have three existing OES servers. You recently purchased a

multiprocessor server and installed OES 2018 SP1 on it. You want to copy the data from each of the
three servers to the single OES 2018 SP1 server. Instead of manually moving all the data or backing

up the data on each of the three servers and then restoring it on the OES 2018 SP1 server, you can
use the Migration Tool to automate the process.

Figure 1-1 Many-to-One Server Consolidation

eDirectory Tree

Server 1 Server 2 Server 3 MP Server

Data
Volumes

Migration

Although Figure 1-1 shows a consolidation scenario in which all servers are in the same eDirectory
tree, you can also perform tree-to-tree consolidations.

Consolidating Data from Multiple Servers onto a Two-Node Cluster

In this scenario (see Figure 1-2), you have five existing OES servers. You recently purchased two
multiprocessor servers and the necessary hardware to create a two-node cluster complete with an
attached Storage Area Network (SAN). You decide to install OES 2018 SP1 on the two-node cluster
and to copy the data from each of the five servers to the SAN on the two-node cluster. Instead of
manually moving all the data and Printer Agents or backing up the data and restoring it to the SAN,
you can use the Migration Tool, which automates the data migration process.

Overview of the Migration Tools
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Figure 1-2 Cluster Server Consolidation

eDirectory Tree

OES Servers Two Node Cluster

Cluster Cluster
Server 1 Server 2 Server 3 Server 4 Server 5 Server 1 Server 2
Fiber
Channel
Data Switch
Volumes
Shared Disk
System
Migration
\
\ J

Cross-Platform Data Consolidations

The Migration Tool supports cross-platform data consolidations from supported NetWare or OES
servers to an OES 2018 SP1 server.

Transfer ID

Transfer ID is a migration scenario for transferring the server identity of the source server to the target
server. The identity of the server is made up of its IP address, hostname, eDirectory identity, NICI
keys, and the certificates from the source server. This scenario is only supported in same tree
migration.

On successful completion of the Transfer ID migration, the target server functions with the identity of
the source server and the source server goes offline.

Support Matrix for NetWare and OES Services

The Table 1-2 lists the support for the source platforms for OES 2018 SP1 services.

The legends used in the following table are:

v Supported source platform

4 Unsupported source platform

NA Service is not available on that platform
* iFolder 2

18 Overview of the Migration Tools



Table 1-2 Source Platform Support for OES 2018 Services

Services ::; 6.5 :E:(:,_ES gszs 11 gsf 11 ;)(535 %5135 o1 OES 2018 g||351s 2018
10 SP4)

AFP v v v v v v v v
CIFS v v v’ v v v’ v v
DHCP v v v v v v v v
DNS x v v v v v v v
DSfW x v v v v v v v
FTP v v v’ v v v’ v v
iFolder * v Ve v Vs Ve NA NA
iPrint v v v’ v v v’ v v
NetStorage  x 7 Ve v 7 Ve v Ve
NCP NA v v v v v v v
NSS v v v v v v v v
NTP Vs NA NA NA NA NA NA NA
NetWare Vs NA NA NA NA NA NA NA
Traditional

OpenSLP x v v v v v v v

NOTE: If the source platforms are NW 5.1, NW 6.0 SP5, OES 1, OES 2 SP2, or OES 11, you must

upgrade to the supported source platform listed in the above table.

Detailed information on configuring and migrating the above services is documented in Part VII,

“Service Migration,” on page 143.

Overview of the Migration Tools
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Overview of the Migration GUI

This section describes the different panes in the Migration Tool GUI.

+ “Project Pane” on page 21

+ “Migration Pane” on page 29

+ “Services to Migrate Pane” on page 31

+ “Migration Status” on page 33

Figure 2-1 Migration Tool GUI

2l Migration(fvar/opt/novell/migration/NewProj2.xml)

E Mevr Project

o @] = |

Service Elapsed Time (hh:mm:ss) :
Remaining Time fhh:mm:ss) ;
Frojeot Start Time [dd-mm-yy hh:mm:ss]

Froject Elapsed Time (hh:mm:zs)

Mot Started

Source Server Target Server
7
-
Save Project “«- & & o »
o . Transfer |D
D Scheduler
192.168.1.255 wip-crs2 6
Ernail Motification
é View Logs
Eroject Summary Crder | Serviee | Status ‘ Dependencies 4k Add
File Systermn Mot Configured
© s
E Configure
Poo
Syne
< i D
Click Yes to 'Configure' the Service Status Senvice Information
[selected service. | Ready | | Precheck || Migrate | | Symc ‘ B Target System
¢ B File System
Service Start Time [dd-mm-yy hhumm:ss) © 7 B MIGRATE

Trustee errars: 0
Total errors: 0

Murnber of files/folders to migrate: 0
Murnber of files/falders migrated: 0
Data to be migrated: 0 MB

Migrated data: 0 MB

Migration Start Time:
Migration End Time:

Project Pane

This is the left pane. You use it to access common project options:

+ “Create Project” on page 22

¢ “Schedule Service” on page 23

+ “Email Notification” on page 24

Overview of the Migration GUI



+ “View Logs” on page 26

+ “Project Summary” on page 28
+ “Help” on page 28

+ “Quit” on page 28

+ “Whiteboard” on page 28

Figure 2-2 Project Pane

ﬁ Mews Project
E Dpen Froject
E Save Project
m Scheduler

"1 Email Notification

= View Logs

El Praject Summary

[ Dui

Create Project

When you start Migration Tool GUI, a default project opens. You can save that project, create a new
project or open an existing migration project.

+ “New Project” on page 22
+ “Load Project” on page 23

+ “Save Project” on page 23

New Project

To create a new project, click New Project. Specify the location to create the new project.

Figure 2-3 New Project

74 New Project

Location:

,f'u'ar,fupt,fnwelljmigratinn;Nemej1| |v|

& ok €& Cancel
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Load Project

To open an existing migration project, click Open Project. Select the project, then click Open.

Save Project

To save a migration project, click Save Project, then click Yes. Click No to save the project to a

different location.

For example, / var/ opt / novel | / m grati on/ NewPr oj 1. xm . The migration project file

NewPr oj 1. xnl is saved to the default location.

Schedule Service

You can schedule the migration project to run at your convenience.

Figure 2-4 Scheduler

= Scheduler
[ Configure | View |

WA Movember 2010 kM
S M T W T F &
21 1 2 3 04 5 &

T8 = 10 11 12 13
14 1% 1& 17 18 1s 20

21 22 2z 24D

28 29 F0 1 2 % 4

Start Time: Duration (Hours): =

[E ok %> Clear

Use the scheduler to perform the following tasks:

+ “Configure” on page 23
+ “View” on page 24

Configure
You can schedule the migration project to run on multiple days.

1 Select the date in the calendar.
2 Specify the Start Time to run the project.
3 Specify the Duration to run the project.

Overview of the Migration GUI
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4 Click OK to save the schedule.

5 In the main migration window, click Migrate to migrate the service, or click Sync, to synchronize
the data at the specified time.

The migration project runs on the scheduled date and time.
View

Use this tab to see the week view of the scheduled project.

Email Notification

You can set email notifications for receiving the status of the migration.

Figure 2-5 Notification

Email Notification

Email | Configure |
Ernail ID(s):
To: | Ad
From: | Ad

P ail Motification On
[]5urress [ ] Failure

[ ] Errar [ |schedule

[ ok € cancel

+ “Email” on page 24

+ “Configure” on page 25

Email

1 In the To field, type the e-mail address of an individual or group to receive natifications. You can
include multiple e-mail addresses separated by a comma.

2 Inthe From field, type the e-mail address that the notification e-mail messages will be sent from.
3 Under Mail Notification On, select the option to generate mail.

If you select all the options, you receive notification through mail, depending on the state of
migration. For example, when migration fails, you receive an e-mail message notifying you that
migration has failed.

4 Click OK to save the settings.
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Configure

Email Notification

[ Email [ Configure

M ail server

Server | |v|

Port: |25 | |

[ ]stanTLs

Mail Interval {in minutes): ISE

E ok € cancel

1 In the Server field, specify the hostname or IP address of the recipient's inbound mail queue.
2 Specify the port for the recipient's mail server. In non-secure mode the default port is 25.
3 To send an e-mail message through a secure SMTP connection, select StartTLS.

For example, to send an e-mail to a gmail account, the IP address is gmail-smtp-in.l.google.com
and the port is 26.

4 Specify the mail interval (in minutes) to send e-mail messages for errors encountered. The
default time is 15 minutes, but you can increase or decrease the interval as necessary. The e-
mail messages are sent only if error notification in the Email tab is set and if errors are
encountered.

NOTE: To set default mail settings for multiple projects, update the details in the
mi gconf . properti es file.

The e-mail settings can be set by using the / opt / novel | / mi grati on/ pl ugi n/ conf/
m gconf . properti es file. Update the values for the following parameters according to your
requirements:

+ mail_server_ip

+ mail_server_port

+ mail_to

¢ mail_from

+ populate_values_from_httpstkd

However, if you want default e-mail settings specified in / et ¢/ opt / novel | / ht t pst kd. conf file,
then set the populate_values from_httpstkd parameter to yes in the mi gconf. properties file.

5 Click OK to save the settings.
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View Logs

In the main Migration GUI, click View Logs. This displays Migration Logs window with logs for overall
migration and service-specific migration. You can select Migration or a service and use the search
functionality to filter logs for specific type of error messages or keywords, the results are displayed in
a new search window. By default, only the last log file is filtered and results are displayed. You must
select the Include All Files option to search all log files for a service.

Figure 2-6 Migration Logs

2 Migration Logs
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The overall progress of migration, sync, and errors are recorded in the common migration file -

m gr ati on. | og and service-specific logs in the ser vi cenane. | og file. A log directory is created in
the same path as the migration project. The associated output and log files for the project are stored
in this directory. For example, / var/ opt / novel I / m grati on/ NewPr oj 123/ 1 og/ mi grati on. | og.

For example, if Migration is selected in the left pane, logs from the ni gr ati on. | og file is displayed in
the right pane.

During migration, if a fatal error is encountered, migration is stopped and details are logged in the log
files.

Search For: Select Migration or a service in the left pane. Specify string in the Search For text box
or select keywords for logs from the drop-down list, then click Search, a new window is displayed with
the search results. To search all the log files for a project, select the Include All Files option.

The keywords are: INFO, DEBUG, WARN, ERROR, and FATAL.
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NOTE: The input string for search is case-sensitive to search for keywords.

Include All Files: By default, only the last log file is filtered as per the search string and results are
displayed. You must select the Include All Files option to search all the log files for a service.

Configuring Log Files

The log files are overwritten after it reaches the maximum limit. You can increase the log file size or
number of log files as per your log requirement. The changes can be done to the values of the
MaxFileSize and maxBackuplndex parameters in the configuration file at / et c/ opt / novel I /

m gration/Log. xm .

Customize the following parameters for each log file you want to modify:

Parameter Description

MaxFileSize Specifies the size of the service.log file (default: 10
MB) and migration.log and filesystem.log (default: 10
MB).

maxBackuplndex Specifies the maximum number of files created before

the first log file is overwritten.

Default value: 10

For example, you can increase the file size of fi | esyst em | og to 10 MB by editing the MaxFileSize
value in the Log. xn file.
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Project Summary

This displays a tree view of the options configured for all the services selected for migration.

Figure 2-7 Project Summary

=| Project Summary
[ |Project Surmmary
2 [CJ Project Path
E‘] Svarfoptfnovell frmigrationfmig_praject fRMewPraj. xmil
[ Source Server
[ IP Address=192,168,1.255
E‘] lzername=cn=admin, o= example.ary
[ Tree Mame= NOVELL_TREE
9 [ Target Server
D IP Address=192.168.2.255
D lsername=cn=admin, o= example.ary
D Tree Mame= MOVELLO9_TREE
9 [ Email Motification Options
[ Mail To=rcana@example.org
D matify an errar="Yes
D Mlatify on sUCcess="Yes
D matify an failure=Yes
D mlatify on schedule changes="Yes
o CIJFTP
D Mo Configuration Parameters and values,

¢ I MTF
E‘] Mo Configuration Parameters and Yalues.

Help

This displays the help for the Migration Tool.

Quit

This closes the migration window and stops the migration process. If the migration project is not
saved, you are prompted to save the project.

Whiteboard

This display instructions and tips to perform a successful migration.
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Migration Pane

This is the top pane of the Migration Tool GUI.

Figure 2-8 Top Pane

Source Server Target Server

Migrate

- o Transfer |D

192.168.1.255 WoR-Crs2e

Use this pane to perform the following tasks:

+ Authenticate the source server and target server credentials.

+ Select the type of migration as Migrate or Transfer ID. The Migrate option is enabled only after
configuring a service for migration. By default, only the Transfer ID option is enabled.

Authenticate Source Server and Target Server

Specify the credentials to authenticate the source server and target server.

Figure 2-9 Source Server Authentication Screen

‘ﬂ Source Server Authentication

Server: |192.168.1.255 (v |
fe.q. 192 168 xxx. xxx or Host Mame)

[]1s Cluster Resaurce

User Mame : |cn=admin,n=nwel| |v|

(e.Q. cn=admin,0=Companymnanme)

Fassword : |""" |

root Password ;| |

(Fequired for OES Linux server)

Port: |636 |+ [v] Use ssL

® Help [ ok € Cancel

1 In the Server field, specify the IP address or hostname of the source server.
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The server IP, user name and port information is cached by the Migration GUI. When entering
values in the Server or User Name field, Migration GUI auto-fills this information. To clear the
cache entries, delete the entries from the / opt / novel | / mi grati on/ pl ugi n/ conf/

m gration. history file.

(Optional) Is Cluster Resource: To migrate cluster volumes, specify cluster resource IP in the
Server field and select the Is Cluster Resource option. If you select this option, only the file
system and iPrint services are migrated. This option supports only Migrate scenario and does
not support Transfer ID.

For example, use the NSS Cluster Pool IP to migrate NSS cluster volumes and use the iPrint
cluster IP to migrate iPrint.

Use the node IP address for migrating other services.

2 In the User Name field, specify the FDN of the admin user of the source server. Use the LDAP
(comma-delimited) format. For example, cn=admin,o=novell

3 In the Password field, specify the password for the admin user who is performing the migration.
4 If the source server is OES, specify the password for authentication in the Root Password field.

5 In the Port field, specify the port number to use for the SSL connection on the source server. By
default, port 636 is used for the SSL connection and port 389 for the non-SSL connection.

6 (Optional) To use a secure connection for LDAP authentication, select Use SSL.
7 Click OK to authenticate the credentials on the source server.

In the Target Server Authentication dialog box there is no field available to specify the IP address or
the hostname because the Migration Tool is launched from the target server.

If the source and target servers are in the same tree, the credentials on the target server are
automatically populated when the credentials on the source server are authenticated.

Figure 2-10 Target Server Authentication Screen

o Target Server Authentication

User Mame : |cn=admin,n=nm.fe|l |v|

(8.g. cn=admin, o=companynarmea)

Faszsword : |uuu |

root Password |-"-" |

el CE T ] Use ssL

| [ oK || € cancel |

1 Specify the credentials of the administrator of the target server.

2 Specify the root password.

3 (Optional) To use a secure connection for LDAP authentication, select Use SSL.
4 Click OK.
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Type of Migration

On successful authentication of the source server and target server, the IP address or the DNS name
of the servers are displayed below the server icons.

1 Depending on your requirements, select the migration type:

+ Migrate: Select this option, if you want to consolidate the services from the source server
into an already running instance of the service on the target server. The source server and
the target server can be in the same eDirectory tree or a different eDirectory tree. This
option is enabled only after configuring a service for migration.

+ Transfer ID: Select this option to transfer the server identity of the source server to the
target server. The source server and the target server must be in the same eDirectory tree.

2 To configure the services for migration, see “Services to Migrate Pane” on page 31

Services to Migrate Pane

This is the central pane. Use this pane to select the services that you plan to migrate, and configure
the options. When multiple services are configured for migration, the order represents the sequence
for migration of the services.

IMPORTANT: You must install all the services on the target server that you plan to migrate from the
source server.

For a list of service migration chapters and their corresponding documentation, see the Part VII,
“Service Migration,” on page 143.

You use this pane to perform the following tasks:

+ Select and configure services for migration.
+ Synchronize the migrated service with the service on the source server.

+ View the configuration summary of the service.

Figure 2-11 Services to Migrate
Senvicesto Migrate

Order | Service [ Status | Dependencies o add
File Systarm Mot Configured —
Mawell WTP Mot Configured e
ol iPrint Mot Configured —
Mowell DHCP Serwice Mot Configured = Corfigure
Movell AFF Mot Configured FILESSTEM
Movell CIFS Mot Configured FILESYSTEM Surmmany
Movell iFolder Mot Configured FILESYSTEM

Mowell Archivie Wersioni... Mot Configured FILESYSTEM |

Smc |

Options

+ Add: The Add Services dialog box displays a list of services to be migrated to the target server.
Services that are not installed on the target server prior to the migration are not listed.
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NOTE: If the Source server is OES, the Add Services dialog box displays only File System and
iPrint service. Only these two services can be migrated using GUI.

Figure 2-12 List of Services to Migrate from NetWare Source Server

Add Services

Semice Marme

File Shwstem

Mowell FTP

Mowell HTP

Flowell iPrint

Fowell DHCP Service
Mowell iFolder

& ok € cancel

+ Remove: In the Services to Migrate pane, select the service you do not want to migrate and
click Remove.

¢ Order: The number indicates the order in which each service migrates. The order is displayed
by the migration tool and cannot be edited.

+ Service: Lists the name of service to be migrated.

+ Status: Displays the status of the service and last executed date and time of migration or
synchronization of a service.

The services can be in different states during migration:

State Description

Not Configured The service is not configured.

Password Required Configuration of a service is not complete.

Ready The service is configured and ready to migrate.

Migrating The service is in the process of migration.

Migrated The service is migrated to the target server.

Synced The service on the target server is updated with the changes on the source
server.

+ Dependencies: Lists the dependent services to be migrated. The migration process progresses
independently of whether the dependency is completed.

+ Configure: Select the service to prepare for migration, then click Configure.

+ Sync: This option is enabled when you are synchronizing the file system or CIFS services. The
service details on the target server are compared with the source server and only the changed
information is migrated to the target server. Select the service, then click Sync.

+ Summary: A tree view that displays migration options configured for a selected service.
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To select the services to migrate:

1 Click Add to display the list of services available for migration.
2 Inthe Add Services window, select the services to migrate, then click OK.
In the Status column, the status of the unconfigured services is listed as Not Configured.
3 Select the service, then click Configure to configure the migration options.
Details to configure and migrate the services are documented as an Appendix in this guide.

NOTE: The services are listed depending on the source operating system, support for different types
of migration scenarios (Migrate and Transfer ID) and the services installed on the target server.

Migration Status

Displays the service status and logs.

+ “Status” on page 33

+ “Service Information” on page 33

Status

Displays the status of the selected service. If a service is in a migrating state, the progress of the
migration is displayed.

State Description

Ready The service is configured and ready to migrate.

Precheck The prerequisites and migration options configured for each service are
validated.

Migrate The service is in the process of migration.

Sync The migrated service is being synchronized with the service on the source
server.

Service Start Time: The date and the time when migration started for a specific service.

Service Elapsed Time: The execution time of service migration.

Remaining Time: The time remaining to complete migration of a service.

Project Start Time: The date and the time when migration started for a specific complete project.
Project Elapsed Time: The execution time of project migration.

Progress bar: The progress of migration for a service.

Service Information

The tree view displays the progress of migration and sync for each service.
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Migrate - Tree View for All Services

Service State: The current state of migration for a service whether it is Ready, Precheck, Migrate or
Sync.

Progress Status: The progress of migration for a service. For example, Successfully Completed

Migration Status: The status of migration for a service. For example, Complete

Migrate - Tree View for File System

Number of files/folders to migrate: The total number of files and folders on the source server that
are to be migrated to the target server.

Number of files/folders migrated: The total number of files and folders successfully migrated to the
target server.

Data to be migrated: The amount of data on the source server that is to be migrated to the target
server.

Migrated data: The amount of data successfully migrated to the target server.

Trustee errors: The number of errors encountered when performing trustee migration. The error
details are recorded in the fi | esyst em | og file.

Total errors: The total number of errors encountered when performing migration. Click the link to
display the service-specific log file.

Migration Start Time: The date and time when migration starts for a project.

Migration End Time: The date and time when migration is completed.

Sync - Tree View for All Services

Service State: The state of sync for a service.
Progress State: The progress of sync for a service.

Sync Status: The status of sync for a service.

Sync - Tree View for File System

Number of files/folders to sync: The total number of files and folders on the source server that are
modified and need to be synced to the target server.

Number of files/folders synced: The total number of files and folders successfully synced to the
target server.

Data to be synced: The amount of data on the source server that is to be synced to the target
server.

Synced data: The amount of data successfully synced to the target server.

Trustee errors: The number of errors encountered when syncing trustees. The error details are
recorded in the fi | esystem | og file.

Total errors: The total number of errors encountered when performing sync. Click the link to display
the service-specific log file.
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Number of files/folders deleted on target: The total number of files and folders that are deleted
from the target server because those files and folders were deleted from the source server.

Sync Start Time: The date and time when synchronization of service starts for a project.

Sync End Time: The date and time when synchronization of services is completed.
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3 What’s New or Changed in the Migration
Tool

This section describes enhancements and changes in the Migration Tool, beginning with the initial
release Open Enterprise Server (OES) 2018.

+ “What’s New (OES 2018 SP1)” on page 37
+ “What’s New (OES 2018)” on page 37

What's New (OES 2018 SP1)

Migration Tool in OES 2018 SP1 has been modified for bug fixes. There are no new features or
enhancements in OES 2018 SP1.

What’s New (OES 2018)

Migration Tool in OES 2018 has been modified for bug fixes. There are no new features or
enhancements in OES 2018.
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I Getting Started

+ Chapter 4, “Planning for Migration,” on page 41
+ Chapter 5, “Using the Migration Tool GUI,” on page 45
+ Chapter 6, “Troubleshooting Issues,” on page 49
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Planning for Migration

The following topics are discussed in this section:

+ “Prerequisites” on page 41
+ “Preparing the Source Server for Migration” on page 42
+ “Preparing the Target Server for Migration” on page 42

*

“Installing and Accessing the Migration Tool” on page 43

*

“What's Next” on page 43

Prerequisites

+ “Source Server Requirements” on page 41
+ “Target Server Requirements” on page 42

+ “Unsupported Target Platforms” on page 42
The Migration Tool is installed as part of the Open Enterprise Server (OES) 2018 SP1 installation.

The source server and the target server must meet the requirements outlined in this section.

O Platform Support for the Source Server:

+ OES 2018 SP1

+ OES 2018

+ OES 2015 SP1

+ OES 2015

+ OES 11 SP3

+ OES 11 SP2

¢+ OES 2 SP3 Linux on SLES 10 SP4

+ NetWare 6.5 SP8 and eDirectory 8.7.3.x or later
(J Platform Support for the Target Server:

+ OES 2018 SP1

J Time Synchronization: The source and target servers must be using the same time
synchronization method. For more information on time synchronization, see “Time Services” in
the OES 2018 SP1: Planning and Implementation Guide.

Source Server Requirements

The source server contains the files, volumes, and eDirectory objects that are to be copied to the
target server.

(0 The source server must be running supported versions of NetWare or OES and eDirectory.
O Update the source server with the latest NetWare and OES Support Pack.

(0 Ensure that the user performing the migration has read/write/access rights on the source server.
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Target Server Requirements

(J Ensure that the user performing the migration has read/write/access rights on the target server.

Unsupported Target Platforms

Novell does not support the following as Migration Tool target server:

+ Novell Open Workgroup Suite - Small Business Edition

Preparing the Source Server for Migration

1

Shut down any applications, products, or services (virus scan software, backup software, etc.)
running on the server to be migrated.

Verify the health of eDirectory by loading DSRepair with the following three options:
+ Unattended Full Repair
¢ Time Synchronization
+ Report Synchronization Status

If errors are reported, resolve them before attempting migration.

(Recommended) Back up eDirectory data and trustees on the source server, even though the
source data is not modified during migration.

For information on creating a backup of eDirectory, see Backing Up and Restoring eDirectory in
the NetlQ eDirectory Administration Guide.

4 Remove any unnecessary applications, then delete and purge unused files and folders.

5 Ensure that all the latest patches are installed.

Preparing the Target Server for Migration

1.

Back up the eDirectory information on the target server.
For information on creating a backup of eDirectory, see “Backing Up and Restoring NetlQ
eDirectory” in the NetlQ eDirectory Administration Guide.

Make sure that you have installed and configured the services that you are migrating from the
source server.

IMPORTANT: If a service is not available on the target server, it is not listed in the Migration Tool
GUL
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Installing and Accessing the Migration Tool

The Migration Tool is automatically installed with the OES 2018 SP1 (target server) server in the /
opt/novel | / m grati on/ sbi n folder. We recommend you to set the screen resolution to 1024X768
before launching the Migration Tool GUI.

Log in as the r oot user and use one of the following methods to access the Migration Tool on your
target server:

+ Desktop: Click Applications > Other > Novell Migration Tools.
+ Console: At the terminal prompt, enter:
m ggui

What’s Next

To get started with the Migration Tool GUI, see “Using the Migration Tool GUI” on page 45.
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Using the Migration Tool GUI

This section describes how to migrate data from supported source server version to an OES 2018
SP1 server.

After you have completed the prerequisite procedures in Chapter 4, “Planning for Migration,” on
page 41, you are ready to perform migration. To do this, complete the following tasks in the order they
are listed:

+ “Getting Started” on page 45

¢ “Launch the Migration Tool Utility” on page 45

+ “Migration Process” on page 45

Getting Started

The Migration Tool is automatically installed with OES 2018 SP1 in the / opt/novel | / mi grati on/
shi n folder.

IMPORTANT: To perform migration, you must be a r oot user and an eDirectory administrator.

Launch the Migration Tool Utility

We recommend you to set the screen resolution to 1024X768 before launching the Migration Tool
GUI.

Log in as the r oot user and use one of the following methods to access the Migration Tool on your
target server:

Desktop: Click Applications > Other > Novell Migration Tools.
Console: At the terminal prompt, enter:

m ggui

Migration Process

1 Launch the Migration Tool.
2 Do one of the following to create, open, or save the migration project:

+ To create a new migration project, click New Project, specify the name of the project, then
click OK.

+ To open an existing project, click Open Project, then select the project and click Open.
When a confirmation message to open the project is displayed, click Yes.

+ To save a project, click Save Project > Yes.
3 Specify the credentials of the source server, then click OK.
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'ﬂ Source Server Authentication

Server . |192.168.1.255 [«
(e.g. 192,168 ¥y ¥xy or Host Marme)

[]1s Cluster Rasource

User Mame : |cn=adrmin, o=novell ||

{e.q. ch=admin,J=Companyhame)

Fassword : |""" |

root Password @ | |

(Fequired for OES Linux server)

Port: 636 |w ] Use s5L

| (& ok || € Cancel |

4 Specify the credentials of the target server, then click OK.

b2 Target Server Authentication

User Marme : |cr=adrmin,o=noell [=]

(e.4. ch=admin,0=Companynarme)

Passward |u"u |

roat Passwiard |uuu |

Port: 636 || ] Use ssL

| [E ox || € cancel |

5 Depending on your requirements, select the migration type:
+ Migrate: To perform migration, see Chapter 7, “Preparing for Server Migration,” on page 53
+ Transfer ID: To perform a Transfer ID, see Part IV, “Transfer ID Migration,” on page 59.

6 In the Services to Migrate pane, select the services to migrate from the source server to the
target server.

Only the services installed on the target server are listed for migration.
6a To display the list of services for migration, click Add.
6b In the Add Services window, select the services to migrate, then click OK.
7 Select the service for which you want to configure the migration options, then click Configure.
8 Click Migrate to proceed with migration. The status of the service changes to Migrating.
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In Status > Service Status, you can view the progress of migration. When the migration is
complete, the status of the service changes to Migrated.

In Status > Service Information, the tree view displays the progress of migration for each
service. The Trustee errors and Total errors, displays the number of error encountered on
performing migration. Click Total errors to view the service-specific log file.

Using the Migration Tool GUI
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6 Troubleshooting Issues

+ “Source Server Authentication Fails in an Cluster Environment” on page 49
+ “Clear User Name Entries Populated in the Source or Target Authentication Screen” on page 49
+ “Unable to Authenticate to Source or Target Server Using Non-SSL Option” on page 49

+ “Target Server Authentication Fails or Unable to Browse the eDirectory Tree in the Migration
GUI” on page 50

+ “The Authentication Dialog Box is Blank” on page 50

Source Server Authentication Fails in an Cluster
Environment

If NCS is configured after OES configuration, then SMS is not registered with NCS. This causes
authentication failure of the source server if the IS Cluster Resource option is selected.

To resolve this issue, restart SMDR or unload and load TSA components of SMS, then autheticate to
the source server.

Clear User Name Entries Populated in the Source or
Target Authentication Screen

The server IP, user name and port details provided in the Source Server Authentication screen and
the Target Server Authentication screen is cached by the Migration GUI. When entering a user name
the values are auto-filled by the Migration GUI; to clear these cache entries, delete the
MIGFW_SOURCE_USERNAME and MIGFW_TARGET_USERNAME entry from the / opt / novel | /
mi gration/plugin/conf/mgration. history file.

Unable to Authenticate to Source or Target Server
Using Non-SSL Option

In the Source Server Authentication screen or the Target Server Authentication screen, if the Use SSL
option is not selected, then authentication to the server fails.

+ If you do not want to use a secure connection, deselect the Use SSL option.

When this option is not selected, you must ensure that TLS is disabled for LDAP on the source
server. Using iManager > LDAP > LDAP Options > LDAP Group-server_name > Authentication
Options and deselect Require TLS for Simple Binds with Password.

+ To use a secure connection, select the Use SSL option (default setting).

When this option is selected, you must ensure that TLS is enabled for LDAP on the source
server. Using iManager > LDAP > LDAP Options > LDAP Group-server_name > Authentication
Options and select Require TLS for Simple Binds with Password (it is selected by default).
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Target Server Authentication Fails or Unable to
Browse the eDirectory Tree in the Migration GUI

Description: If you execute the Migration GUI on a new OES 2018 SP1 server, the target server
authentication fails or the Services panel is unable to display eDirectory objects on browsing the tree
or LDAP secure bind fails displaying an empty eDirectory tree.

The Migration Tool creates a private Java certificate store on first-time authentication to the target
server. This store is used by Java Security Provider for all the SSL communications. When you
launch the Migration Tool for the first time, the keystore does not exist, the LDAP bind fails during
authentication or when performing an eDirectory search.

Action: The error is resolved on performing the following steps:
Save the migration project.
Close the Migration Tool GUI.

Start the Migration Tool GUI.
Start the migration project saved in Step 1.

a Hh WO N -

Configure the service.
eDirectory objects are now available in the service GUI.

The Authentication Dialog Box is Blank

Description: When you switch from a desktop or any window to the Source Server Authentication or
the Target Server Authentication dialog box, the Migration Tool displays a blank authentication dialog
box.

This is an issue that occurs randomly. The authentication details are not lost, but you see a blank
dialog box.

Action: Close the dialog box and open it again. All the details in the authentication dialog box are
retained.
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I I I Server Consolidations

+ Chapter 7, “Preparing for Server Migration,” on page 53
+ Chapter 8, “Using the Migration GUI Tool,” on page 55
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Preparing for Server Migration

To prepare your source server and target server for migration, complete the tasks in the following
sections:

+ “Prerequisites” on page 53

+ “Migration Support Matrix” on page 53

Prerequisites

+ Ensure that the source server and target server are running with the supported versions of the
NetWare, or Linux server software. For more information, see “Support Matrix for NetWare and
OES Services” on page 18.

¢ The target must be running Open Enterprise Server (OES) 2018 SP1 with the following
components enabled:

+ NetlQ eDirectory
+ NCP Server for Linux
+ Storage Management Services (SMS)

For more information on installing and configuring OES, see the OES 2018 SP1.: Installation Guide.

Migration Support Matrix

To migrate a service, you must select the Migrate scenario. Depending on the service, the Migrate
scenario either migrates or consolidates the service.

The Table 7-1 explains the behavior of the service on selecting the Migrate scenario.

+ Overwrites the existing configuration: The service configuration on the target server is
overwritten with the service configuration from the source server.

+ Append to existing configuration: The service configuration on the target server is appended
with the service configuration from the source server.

Table 7-1 Support Matrix

Services Migrate Details
Overwrites the Append to the existing
existing configuration
configuration
AFP No Yes “Migration Scenarios” on
page 149
CIFS CIFS configuration * Shares “Migrate - Same Tree” on
+ Context page 156
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Services Migrate Details
DHCP No Yes “Consolidation” on page 176
FTP Yes No “Migration Scenarios” on
page 193
iPrint No Yes “Supported Migration Scenarios”
on page 200
NTP No Yes “Migration Scenarios” on

page 231
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8 Using the Migration GUI Tool

After you have completed the general prerequisites in Chapter 4, “Planning for Migration,” on page 41
and prerequisite procedures in Chapter 7, “Preparing for Server Migration,” on page 53, you are
ready to migrate the source server. To do this, complete the following tasks in the order they are
listed:

+ “Launch the Migration Tool Utility” on page 55

+ “Create the Project File” on page 56

+ “Select the Source Server, Target Server, and Migration Type” on page 57
+ “Configure the Services” on page 58

+ “Run the Migration” on page 58

Launch the Migration Tool Utility

Log in as the r oot user and use one of the following methods to access the Migration Tool on your
target server:

Desktop: Click Applications > Other > Novell Migration Tools.
Console: At a terminal prompt, enter

m ggui
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Figure 8-1 Migration Tool GUI
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Create the Project File

1 To create a new migration project, click New Project. Type the path to the project in the Location
field or browse to the location and click Save.

The filename can include any character except\ *? <> | " /. The project name also serves as the
project's folder name, so you might want to keep it short. The project folder stores the log files
and other files associated with the project.

or

To open an existing migration project, click Open Project. Browse to the project and click Open.

For example, / hone/ Car | a/ m gration/ m g. xni

2 (Conditional) If you want to store the project file in a location other than the default location
provided, click Browse and navigate to the desired location, then click OK.

3 Continue with “Select the Source Server, Target Server, and Migration Type” on page 57.
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Select the Source Server, Target Server, and
Migration Type

Specify the credentials to authenticate the source server and target server.

1 Specify the source credentials and click OK.

'ﬂ Source Server Authentication

Server: |192.168.1.255 ||
(e.g. 192 168 ®xx xxx or Host Mame)

[ ]1s Cluster Resaurce

Uzer Mame : ||:n=admin,|:|=nnmell |v|

(e.g. ch=admin, o=Companymnamel

Fassword : |""-- |

root Password @ | |

(Fequired for OES Linux server)

Bort: 636 || V] Use 5L

@ Help [ o € cancel

2 Specify the target server credentials and click OK.

o Target Server Authentication

User Mame ; |cn=admin,n=nwe|l |v|

(e.Q. ch=admin,o=companynarme)

Passward |""" |

root Password ; [essess |

Port: 636 || 7] Use SsL

| [E ox || € cancel |

On successful authentication, both the servers change to green.

3 You must configure a service to enable the Migrate button. Continue with “Configure the
Services” on page 58.

4 Click Migrate.
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Configure the Services

1 In the Services to Migrate panel, click Add and select the services to migrate to target server.
The Status of the services is Not Configured.

2 Select the service to configure for migration, then click Configure.
On successful configuration, the Status of the service changes to Ready.

IMPORTANT: Before you proceed with migration, ensure that you have met all the prerequisites
and configured the migration options for all the services that are to be migrated to the target
server.

For a list of service migration chapters and their corresponding documentation, see Part VI,
“Service Migration,” on page 143.

3 Continue with “Run the Migration” on page 58.

Run the Migration

1 Click Migrate to proceed with migration.
You can view the service-specific status of the migration or the status of the overall migration:

+ In the Status > Service Status tab, you can view the progress of migration. On completion of
migration, the Status of a service changes to Migrated.

+ In the Status pane > Service Information tab, you can view the tree view of services
migrating to the target system. A message Migration completed for all Services is
displayed on completion of the migration.

NOTE: If you encounter any errors during migration, click View Logs in the left pane. After
resolving the errors, execute the migration procedure again.

Using the Migration GUI Tool



V Transfer ID Migration

+ Chapter 9, “Preparing for Transfer ID,” on page 61

+ Chapter 10, “Using the Migration GUI Tool for Transfer ID,” on page 65
+ Chapter 11, “Using Migration Commands for Transfer ID,” on page 73
¢ Chapter 12, “Running Transfer ID Remotely,” on page 83

+ Chapter 13, “Post Transfer ID Migration,” on page 85

+ Chapter 14, “Troubleshooting Issues,” on page 89
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Preparing for Transfer ID

To prepare your source server and target server for a Transfer ID project, complete the tasks in the
following sections:

+ “Prerequisites” on page 61

+ “Preparing the Source Server for Migration” on page 62

+ “Preparing the Target Server for Migration” on page 62

+ “Preparing Source and Target Server in an Active Directory Environment” on page 63

Prerequisites

+ Ensure that the source server and target server are running supported versions of NetWare or
Linux server software. For more information, see “Support Matrix for NetWare and OES
Services” on page 18.

+ To perform transfer id using container admin, the container admin must have supervisory rights
on the container he/she exists.

+ The source server and the target server must be in the same eDirectory tree.

+ The source and target server must be in the same subnet and gateway.

+ The source server can either be a replica or a non-replica server in the eDirectory tree.
+ The target server must be a non-replica server in the eDirectory tree.

To make the target server as a non-replica server, select the Novell Pre-migration Server option
while installing OES 2018 SP1 on the target server.

+ Verify the health of eDirectory by executing the ndsr epai r command on Open Enterprise Server
with the following three options:

+ Unattended Full Repair, execute the command: ndsrepair -U
+ Time Synchronization, execute the command: ndsrepair -T

The target server must be time synchronized with the source server. Time across all the
servers in the replica ring should be synchronized.

For more information on time synchronization, see “Time Services” in the OES 2018 SP1:
Planning and Implementation Guide.

NOTE: The ndsr epai r command locks the eDirectory database, and this results in failure
of the Transfer ID migration. You must ensure that all the eDirectory operations are
complete before performing a Transfer ID migration.

+ Report Synchronization Status, execute the command: ndsrepair -E
All the eDirectory replicas are synchronized.

For more information about DSRepair command, see DSRepair Options in the NetlQ eDirectory
Administration Guide

If any errors are reported, resolve them before attempting migration.

+ Ensure that the names and properties of the NSS pools and volumes on the target server are the
same as on the source server.
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*

*

Ensure that all the eDirectory replicas are up and working in the current partition; otherwise,
eDirectory migration cannot be completed successfully.

Ensure that the hostname and IP address of source server and target server are mapped
correctly. The / et ¢/ host s file on the source server must contain correct entries for resolving
source server's DNS hostname to IP address.

Preparing the Source Server for Migration

*

Shut down any applications, products, or services (virus scan software, backup software, etc.)
running on the server to be migrated.

(Recommended) Back up all the data of the source server, even though the source server data is
not modified during migration.

For information on creating a backup of eDirectory, see Backing Up and Restoring eDirectory in
the NetlQ eDirectory Administration Guide.

You must back up the data and trustee of the source servers,

Remove any unnecessary applications, then delete and purge unused files and folders. Files
that are deleted from the source server prior to migration are not migrated to the target server.

Ensure the NetWare server has a valid license. If Transfer ID is performed on the NetWare
server with evaluation license, then it might fail due to insufficient user connections.

If the source server is supported OES platform, enable the SSH service. Ensure you have copied
the SSH keys to avoid multiple password prompts on execution of the DIB Copy step. For more
information, see Step 1a on page 68.

If the source server is NetWare, ensure to comment the line, “LOAD DSMETER” in the
SYS: \ SYSTEM aut oexec. ncf file and restart the NetWare server before performing Transfer ID.

Ensure that the / r oot / . ssh/ known_host s file contains the entries of both the hostname and its
corresponding IP address.

On successful Transfer ID, the identity of the source server is transferred to the target server
container.

Preparing the Target Server for Migration

*

Make sure that the Novell Pre-migration Server option is selected for the target server.

When you install OES 2018 SP1 on the target server for a Transfer ID migration and you reach
the Software Selection window, you must select the Novell Pre-migration Server option. This
prepares eDirectory for the Transfer ID migration that you will perform later.

IMPORTANT: Select the Novell Pre-migration Server option at the start of OES 2018 SP1
installation; otherwise, an eDirectory replica is installed on the server and it cannot be the target
server for Transfer ID migration. If the target server already has OES 2018 SP1 installed, without
the Novell Pre-migration Server option selected, then selecting this option later does not
prepare the target server for Transfer ID migration until you reinstall OES 2018 SP1 and select
this option.

Install the services that you need to migrate from the source server.

If a service is not installed on the target server, it is not listed in the Migration Tool GUI screen for
migration. This is a mandatory requirement.
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+ Back up the eDirectory information on the target server. For information on creating a backup of
eDirectory, see Backing Up and Restoring eDirectory in the NetlQ eDirectory Administration
Guide.

+ If the source server is a VLDB replica, then the target server also must be a VLDB replica.

NOTE: Each DFS management context allows maximum of two VLDB replicas. If your setup has
a source server and a non-target server as a VLDB replica, then you must ensure to remove the
non-target server as VLDB replica and make the target server as a new VLDB replica.

Preparing Source and Target Server in an Active
Directory Environment

In addition to the Transfer ID prerequisites, ensure to meet these specific prerequisites in an Active
Directory environment.

Table 9-1 Transfer ID Support Matrix in Active Directory Scenario

Source Server Target Server Source Platform Target Platform Migration Support
Support Support
NSS AD configured NSS AD OES 2015 or later OES 2018 SP1  Supported
configured

NSS AD configured Only eDirectory OES 2015 or later OES 2018 SP1  Not Supported

You can leave the AD
domain and perform
Transfer ID. Post-Transfer
ID rejoin the domain.

Only eDirectory NSS AD Supported OES  OES 2018 SP1  Not Supported

configured platform
You can leave the AD

domain and perform
Transfer ID. Post-Transfer
ID rejoin the domain.

Source Server and Target Server are Configured With NSS
AD

+ The source server must be configured with OES 2015 or later.
+ The target server must be configured with OES 2018 SP1.

+ The source server and target server must join to the same Active Directory domain. For more
information on joining to an Active Directory domain, see Installing and Configuring NSS AD
Support in the OES 2018 SP1: NSS AD Administration Guide.

During the eDirectory Precheck step, the source server’s files / et ¢/ kr b5. conf , / et c/ kr b5. keyt ab,
/etc/resol v.conf,and/etc/opt/novell/nit/nitd. conf are copied to the target server. In the
Repair step, the target server’s kr b5. conf, kr b5. keyt ab, resol v. conf files are replaced with the
backed up source server files. The target server’s ni t d. conf file is merged with the backed up
source server's ni t d. conf file.
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On successful Transfer ID, the target server will leave the Active Directory domain and the source
server computer domain object will be used.

Source Server is Configured with NSS AD and Target Server
is not in an AD environment

+ The source server must be configured with OES 2015 or later.

+ The source server must leave the AD domain. For more information, see --leave-domain in the
OES 2018 SP1: NSS AD Administration Guide.

Post-Transfer ID, you must join the target server to the AD domain. For more information, see
Installing and Configuring NSS Active Directory Support in the OES 2018 SP1: Installation Guide or -
-join in the OES 2018 SP1: NSS AD Administration Guide.

Source Server is not in an AD environment and Target
Server is Configured with NSS AD

+ The target server must be configured with OES 2018 SP1.

+ The target server must leave the AD domain. For more information, see --leave-domain in the
OES 2018 SP1: NSS AD Administration Guide.

Post-Transfer ID, you must join the target server to the AD domain. For more information, see
Installing and Configuring NSS Active Directory Support in the OES 2018 SP1: Installation Guide or -
-join in the OES 2018 SP1: NSS AD Administration Guide.
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Using the Migration GUI Tool for
Transfer ID

After you have completed the prerequisite procedures in Chapter 9, “Preparing for Transfer ID,” on
page 61, you are ready to migrate the source server. To do this, complete the following tasks in the
order they are listed:

¢ “Understanding Transfer ID GUI” on page 65

+ “Launch the Migration Tool Utility” on page 66

+ “Create the Project File” on page 67

+ “Select the Source and Target Server and the Migration Type” on page 67

+ “Configure the Services and Run Migration” on page 67

+ “Run Transfer ID” on page 68

Understanding Transfer ID GUI

The Transfer ID GUI runs a series of tasks for transferring the server identity of the source server to
the target server. The identity of the server is made up of its IP address, hostname and the eDirectory
DIB information from the source server.

On successful completion of the Transfer ID migration, the target server functions with the identity of
the source server and source server goes offline.

The interface is divided into a left pane and right pane, and each task is associated with an icon that
represents the status of the task.

+ “Left Pane” on page 65
+ “Right Pane” on page 66

Left Pane

The left pane lists a series of tasks to be completed for successful completion of Transfer ID. Each
task is associated with an icon.
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Table 10-1 Status Icons

Icon Description

0! The task is not yet started.

K The task is in progress.

] The task is complete.

=) Errors must be resolved before proceeding with the next step. An error is displayed in the
Errors text box.

1] You can choose to skip this task in the GUI and perform it manually.

Right Pane

+ Task Description: A description of the task in progress. The Command Executed field displays
the command executed to perform the task.

+ Errors: A description of the error or warnings and a possible resolution. If no resolution is
provided, you can find more information in the Novell Error Code online documentation (http://
www.novell.com/documentation/lg/nwec/index.html).

+ Log Messages: Log messages for each executed tasks and the overall Transfer ID.

+ Send E-mail Notification: Select this option to receive an e-mail for a main task. An e-mail is
sent only if you have already configured the Email Notification tab in the main Migration GUI
screen. E-mail is not sent for suggests.

+ Ignore: Ignores a task and proceeds with the next task.
+ Back: Click Back to re-execute a task.

IMPORTANT: When the current task is executed, the changes are committed, using Back on a
completed task does not roll back the changes.

+ Next: Click Next to complete the current task and move to the next task.
¢ Cancel: Click Cancel to close the Transfer ID Wizard and quit the task.

IMPORTANT: The Transfer ID process is canceled, but changes or steps executed earlier are
not rolled back.

Launch the Migration Tool Utility

Log in as the r oot user and use one of the following methods to access the Migration Tool on your
target server:

Desktop: Click Applications > Other > Novell Migration Tools.
Console: At a terminal prompt, enter

m ggui
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Create the Project File

1 To create a new migration project, click New Project. Type the path to the project in the Location
field or browse to the location, then click Save.

The filename can include any characters except \* ? <> | " /. The project name also serves as
the project's folder name, so you might want to keep it short. The project folder stores the log
files and other files associated with the project.

or
To open an existing migration project, click Open Project. Browse to the project and click Open.
For example, / hore/ Car | a/ mi grati on/ mi g. xm

2 (Conditional) If you want to store the project file in a location other than the default location
provided, click Browse and navigate to the desired location, and then click OK.

Select the Source and Target Server and the Migration
Type
Specify the credentials to authenticate the source server and target server.

1 Specify the source credentials, then click OK.

If the Is Cluster Resource option is selected, Transfer ID scenario is not available.
2 Specify the target server credentials, then click OK.

On successful authentication, both the servers change to green.

3 You can either migrate all the services to the target server and then transfer the NetWare or OES
server’s identity, or only transfer NetWare or OES server’s identity to the target server.

3a To migrate services, continue with “Configure the Services and Run Migration” on page 67.
3b To transfer the NetWare or OES server’s identity, click the Transfer ID button.
3b1 Click Yes to perform identity transfer without migrating the services.

3b2 Click No to configure and migrate services, refer to “Configure the Services and Run
Migration” on page 67.

Configure the Services and Run Migration

1 In the Services to Migrate panel, click Add and select the services to migrate to target server.
The Status of the services is Not Configured.

2 To configure a service for migration, click Configure.
On successful configuration the Status of the service changes to Ready.

NOTE: Before you proceed with migration, ensure that you have met all the prerequisites and
configured the migration options for all the services that are to be migrated to the target server.

For a list of service migration chapters and their corresponding documentation, see the Part VI,
“Service Migration,” on page 143.

3 Click Migrate to proceed with migration.

The Status pane displays service-specific migration progress. On completion of migration, the
Status of a service changes to Migrated.
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If you encounter any errors during migration, click View Logs in the left pane. After resolving the
errors, execute the migration procedure again.

In the Status pane, Service Information, you can view the progress of overall migration. A
message Migration completed for all Services is displayed on completion of migration.

4 (Optional) We recommend you to complete synchronization of the services before proceeding
for Transfer ID.

5 (Optional) Back up the eDirectory database and NICI keys. For more information, see “Backup
eDirectory Database and NICI Keys” on page 81.

6 Check the status of the migration. If migration is successful, then perform Transfer ID either by
using GUI or CLI.

¢ To launch the Transfer ID GUI, click Transfer ID. For more information on performing the
steps in the GUI, see “Run Transfer ID” on page 68.

+ To use the command line, see Chapter 11, “Using Migration Commands for Transfer ID,” on
page 73.

Run Transfer ID

Ensure that you have completed the following:

+ All the services you need to migrate must be configured on the target server.

+ Ensure that all eDirectory processes (such as eDirectory repair) are completed before
performing the Transfer ID scenario. The Transfer ID process locks the DIB (eDirectory
database) on the source server and no operations can be performed.

+ Back up the eDirectory database. For more information, see “Backup eDirectory Database and
NICI Keys” on page 81.

IMPORTANT: Some of the steps for Transfer ID need to be performed manually. The GUI displays
messages to ensure that you have completed the manual step. When the manual steps are
completed, click OK to proceed to the next step. If you skip the manual steps, errors are encountered
in the subsequent steps.

The Transfer ID GUI displays tasks you perform to complete the identity transfer.

1 eDirectory Precheck: Click Next.

The eDirectory Precheck step can be executed multiple times to verify the health of the
eDirectory tree. Executing this step does not modify the source server and target server.

On successful completion of this step, the icon adjacent eDirectory Precheck changes to a green
check mark.

1a (Conditional) If the source server is supported version of OES, ensure that you have copied
the SSH keys to avoid multiple password prompts on execution of this step.

1a1 Enable SSH on the source server and the target server.
1a2 Enter the # ssh-keygen -t rsa command on the target server.

1a3 When you are prompted to enter the file in which to save the key (/ root /. ssh/
i d_rsa), press Enter.

The ssh keys are stored in the default location.

1a4 When you are prompted to enter the passphrase (empty for no passphrase), press
Enter.

We recommend that you do not include the passphrase.
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1a5 Copy the key value (the output of the # ssh-keygen -t rsa command) to the source
server.

# scp ~/.ssh/id_rsa.pub root @source-server>:/root/
where <source-server> is the IP address or the hostname of the source server.

1a6 Log on to source server by using ssh. Ifthe . ssh directory is not available, create the
directory, then append the key value to the list of authenticated keys.

cat id_rsa.pub >> /root/.ssh/authorized_keys
2 Preparation: Click Next.

The Preparation step removes eDirectory from the target server. The LUM association with the
groups and users is no longer available because the Unix Workstation object is also removed.

This step fails to execute if the prerequisites are not met.

Source Server and Target server in Active Directory environment: If the source server and
target server are in Active Directory environment, additional Domain Authentication screen is
displayed. You must specify the credentials to authenticate to the Active Directory server.

+ Domain Name: Specify the Active Directory domain name that the OES server is joined to.

+ Administrator Name: Specify the user name that can be used for the domain join
operation. This user should have the following privileges: rights to reset password, create
computer objects, delete computer objects, and read and write the nsDs-
suppor t edEncrypti onTypes attribute.

+ Password: Specify the password of the user who is used for the domain join operation.

+ Port: Specify the port number for the SSL connection on the Active Directory server. By
default, port 636 is used for the SSL connection and port 389 for the non-SSL connection.

+ Use SSL: Select this option to perform Transfer ID by using the SSL connection.
3 DIB Copy: Click Next.

The DIB Copy creates a eDirectory DIB (Directory Information Base) copy of the source server
on to the target server.

On completion of this step, the source server's DIB is locked and further operations are not
permitted on the source server. The eDirectory database and the NICI files are copied to the
target server.

IMPORTANT: This command fails to execute if the replica ring is not in sync, or the time is not
synchronized among all the servers in the replica ring.

The eDirectory database on the source server is locked. The eDirectory database and the NICI
files are copied to the target server.

4 Shutdown Source: Click Next to manually shut down the source server and disconnect it from
the network.

4a You are prompted to confirm that the source server is shut down. Click OK and proceed with
the next step, or click Cancel and shutdown the source server.

5 DIB Restore: Click Next to restore the eDirectory database that was backed up from the source
server in Step 3 on page 69 on the target server. This includes the NICI keys and the eDirectory
related information.

WARNING: If the backup in Step 3 on page 69 was not successful, the DIB Restore step fails. A
failure at this point might cause the target eDirectory server to be unusable.

6 IP Change: Click Next to change the IP address of the services and their configuration files on
the target server to the source server IP address.
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IMPORTANT: Failure of the script to change the IP address, or terminating the operation
manually, might cause the system to hang. For more details, refer to Chapter 14,
“Troubleshooting Issues,” on page 89.

If you are executing the Migration GUI by using a remote session, the Transfer ID wizard hangs
and fails to proceed. For more information, refer Chapter 12, “Running Transfer ID Remotely,” on
page 83.

+ System: The target server IP address is overwritten with the source server IP address.

+ Services: The configuration files of the migrated services are assigned with the new IP
address of the target server.

¢ Others: The IP address change scripts located in the nonpl ugi n folder is executed.
Executes the IP address change scripts for the services that are not included in the plug-ins
of the Migration Tool GUI. The IP address change scripts are located in the / opt / novel | /
m grati on/ shi n/ serveridswap/ scripts/ipchange/ nonpl ugi n/ folder. If you need to
change the IP address of any additional services, you must add the scripts to the
nonpl ugi n folder.

No e-mail is sent in this step, even if you have selected the settings to receive an e-mail.

Hostname Change: Click Next to change the hostname of the system, services and their
configuration files to the source server hostname.

IMPORTANT: Failure of the script to change the hostname or terminating the operation
manually, may cause the system to hang. For more details, refer to Chapter 14, “Troubleshooting
Issues,” on page 89.

+ System: The target server hostname is overwritten with the source server hostname.

+ Services: The configuration files of the migrated services are assigned with the new
hostname of the target server.

+ Others: Executes the hostname change scripts for the services that are not included in the
plug-ins of the Migration Tool GUI. The hostname change scripts are located in the / opt /
novel | / mi gration/shin/serveridswap/ scripts/ host change/ nonpl ugi n/ folder. If you
need to change the hostname of any additional services, you need to add the scripts in the
nonpl ugi n folder.

In this step, the Transfer ID wizard runs the hostname change scripts located in the
nonpl ugi n folder.

NOTE: No e-mail is sent in this step, even if you have selected the settings to receive an e-
mail.

Reinitialize Server: Click Next to reinitialize the target server with the IP address and hostname
of the source server. eDirectory is also restarted.

Repair: Click Next displays an option to perform either of the following eDirectory repair:
+ Unattended full repair of eDirectory (existing option in earlier OES releases)
+ Local eDirectory database and network repair

The ndsrepair command is used to perform eDirectory repair. Service-specific repairs only run
for services that were migrated using the current project.

+ eDirectory: Checks if eDirectory is up and running on the target server. It also runs a repair
on the eDirectory tree.

+ Certificates: Repairs the target server certificate and the trusted root certificate.
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¢ LUM: The following steps are performed during LUM repair:

*

Creates a Unix Workstation object.

+ Regenerates the certificate for LUM on the target server.

+ Associates LUM groups and users to the target servers’s Unix Workstation object.
+ Refreshes the LUM cache.

+ Services: Repairs the services that are migrated to the target server. If no services are
configured for migration, then the Migration Tool skips this step and icon adjacent to
Services changes to a green check mark.

+ Others: Executes the repair scripts for the services that are not included in the plug-ins of
the Migration Tool GUI. The scripts are located in the / opt / novel | / mi gr ati on/ sbi n/
serveri dswap/ scri pts/repair/nonpl ugi n/ folder. If you need to repair any additional
services, you must add the scripts to the nonpl ugi n folder.

In this step, Transfer ID wizard runs the scripts located in nonpl ugi n folder.

+ CleanUp: Lists all the stale objects available on the temporary server. You can select the
stale objects that needs to be deleted from the target server. Click OK to delete the selected
objects.

10 Restart Server: Manually restart your target server for completion of Transfer ID.
The target server now runs with the source server identity.
Continue with Section 13, “Post Transfer ID Migration,” on page 85.
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Using Migration Commands for Transfer
ID

Before running Transfer ID, ensure you have met all the prerequisites and prepared your servers as
described in “Preparing the Source Server for Migration” on page 42 and “Preparing the Target
Server for Migration” on page 42.

Before you begin, remember the following considerations:

+ All the services you need must be migrated to the target server.
+ When you start the Transfer ID process, you cannot perform any operations on the source server
because the process locks the DIB (eDirectory database) on the source server.
Run all the commands on the target server, to perform Transfer ID:

1 eDirectory Precheck: Executes prerequisites that need to be done for Transfer ID scenario.
1a Use the following command to do an eDirectory precheck:
m gedir -s <sourcei paddress> -u -A <projectpath> -i -t

For example, / opt / novel | / m grati on/ shin/mgedir -s 172.16.100.101 -u -A/
var/opt/novel | /m grati on/ NewProj 0 -i -t

When prompted, enter the username and password of the source server.

This step can be executed multiple times to verify the health of the eDirectory tree.
Execution of this step does not modify the source server and target server.

1b Check the availability of the hostname and IP address on the source server. The hostname
or IP address can be resolved using the DNS server or using the / et c/ host s file on the
source server (OES Linux) or SYS: et ¢\ host s file on the NetWare server.

1c The nam conf file on the target server includes LUM settings that will be required later while
performing the repair steps for migration. Create a backup of / et c/ nam conf file on the
target server by executing the command: cp /et c/ nam conf <Proj ect _pat h>/
nam conf.target.

For example: cp /etc/nam conf /var/opt/novel |/ m gration/ NewPr oj 0/
nam conf .t ar get

1d If the source server is OES, create a backup of the / et ¢/ nam conf file of the source server.

1e (Conditional) In an Active Directory environment, copy the following files from the source
server to the migration project location on the target server. For example, / var/ opt /
novel | / m grati on/ NewPr oj 0/ .

¢ /[etc/krb5. conf
* /etc/krb5. keytab
[ etc/resolv. conf

*

¢ /etc/opt/novel | /nit/nitd.conf
1f Retrieve and store the list of LUM enabled groups:
(Conditional) If the source server is NetWare, enter
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ruby /opt/novel |/ m gration/sbin/serveridswap/scripts/repair/namgrpnod.rb
-H <target server short hostname> -a <admi ndn> -S <l dap-server-ip> --1dap-
port <port nunber> -p <password> -|

The above commands displays the list of groups that are LUM-enabled on the target server.
These same groups must be LUM-enabled on completion of Transfer ID.

1g If the source server is OES, ensure that ssh keys to avoid multiple prompts for password on
execution of this step.

To copy the ssh keys:
1. Enable ssh on the source server and target server.
2. Enter the command on the target server, # ssh-keygen -t rsa
On executing the above command, you are prompted for the following:
a. “Enter file in which to save the key (/ root /. ssh/id_rsa)”, press Enter.
The ssh keys are stored in the default location.
b. “Enter passphrase (empty for no passphrase)”, press Ent er .
We recommend you not to include passphrase.
3. Copy the key value i.e. the output of the above command to the source server
# scp ~/.ssh/id_rsa. pub root @source-server>:/tmp
4. Log to source server using ssh and add the key value to the list of authenticated keys.
cat /tnp/id_rsa.pub >> /root/.ssh/authorized_keys

1h If the source server is OES, ensure to copy the . nss. dat file to the target server. This file
stores the nss user context information of the source server and is required when we repair
the NSS admin object.

Enter the command on the target server,
scp <Source-|P>:/var/opt/novell/nss/.nss.dat /tnp/

2 Preparation: Removes the eDirectory from the target server. The LUM association with the
groups and users is no longer available because the Unix Workstation object is also removed. In
an AD environment the source server leaves the AD domain.

2a (Conditional) In an Active Directory environment, execute the following command:
2a1 /opt/novel | / xad/ bi n/ ki nit Admi nistrator@ad donei n nane>

This command prompts for the administrator password.

IMPORTANT: Executing kinit is necessary to obtain and cache Kerberos ticket-
granting ticket. It is mandatory to obtain the ticket before performing any AD domain
related operations.

2a2 The target server must leave the AD domain, execute the following command:
[ opt/novel | / bin/novel | -ad-util --|eave-domain

For more information, see --leave-domain in the OES 2018 SP1: NSS AD
Administration Guide.

2b To remove the Unix Workstation object on the target server, enter
[ usr/ bi n/nanctonfig rm-a <adm ndn>

In the above command for SSL connection, you must use -l option and specify default port
number as 636.

2c¢ To remove eDirectory from the target server, enter
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/opt/novel | /eDirectory/bin/ndsconfig rm-c -a <adm ndn. novel | > -w
ADM PASSWD --config-file /etc/opt/ novell/eD rectory/conf/nds. conf

Use dot format when passing values for -a option. For example, -a admin.novell

2d To verify the health of the eDirectory and to ensure that both the source server and target
server are time-synchronized, enter

m gedir -s <sourcei paddress> -u -A <projectpath> -i -t

For example, / opt / novel | / m grati on/ shin/mgedir -s 172.16.100.101 -u -A/
var/opt/novel | /m grati on/ NewProj 0O -i -t

When prompted, enter the username and password of the source server.
2e To perform common proxy migration, see “Pre-Migration Procedure” on page 238.

3 DIB Copy: Creates a backup of the eDirectory DIB (Directory Information Base) of the source
server on to the target server. This step locks the DIB of the source server and further operations
are not permitted on the source server.
mgedir -s <source-server-ip> - u -A<logfile directory> -i -B
For example, / opt/ novel | / m grati on/ shin/mgedir -s 172.16.100.101 -u -A /var/
opt/novel |/ mgration/ NewProj0 -i -B

On running the above command, you are prompted for the username and password of the
source server. Enter the admin credentials when prompted.

IMPORTANT: This command fails to execute if the replica ring is not in sync, or the time is not
synchronized between all the servers in the replica ring.

NOTE: If you need to perform any operations on the source server, you must unlock the DIB. To
unlock the DIB on the NetWare server, reload the DS. nl mfile and on the OES server, restart
ndsd daemon.

4 Shutdown Source: You need to shutdown the source server.

5 DIB Restore: Restores the eDirectory database that was backed up from the source server in
Step 3 on the target server. This includes the NICI keys and the DIB identity.

IMPORTANT: Ensure to backup the target eDirectory database and NICI keys, see “Backup
eDirectory Database and NICI Keys” on page 81 for more information.

5a At the command prompt of the target server, enter
mgedir -R
For example, / opt / novel I / m gration/shin/mgedir -R

On running the above command, you will be prompted for the administrator credentials for
the source server.

WARNING: If the backup in Step 3 on page 75 was not successful, the DIB Restore step
fails. A failure at this point may cause the eDirectory service on the target server to be
unusable.

6 IP Address Change: The IP address of the target server and its services is changed to the
source server IP address.
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The scripts to be executed in this step are located in the / opt / novel | / mi grati on/ sbi n/
serveri dswap/ scripts/ipchange and/ opt/novel | / m gration/ shi n/ serveridswap/
scri pts/ipchange/ nonpl ugi n folders.

+ To change the IP address of the server in the / opt / novel | / m grati on/ shi n/
serveri dswap/ scri pt s/ i pchange folder, enter

ruby server-yast-ipchange.rb --old-ip <target_server IP> --ip
<sour ce_server| P>

For example, ruby server-yast-ipchange.rb --old-ip 172.16.200.201 --ip
172. 16. 100. 101

+ The i pchange folder contains a list of scripts that need to be executed for changing the IP
address. An example to change the IP address of the services on the target server by using
the iprintipchange.sh script in the / opt/ novel | / mi grati on/ shi n/ serveri dswap/
scri pts/i pchange/ nonpl ugi n folder, enter

<server-script> <target_server |P> <source_server |P> <source_server |P>
<source_server |P>

For example, i pri nti pchange. sh 172. 16. 200. 201 172.16.100. 101 172. 16. 100. 101
172.16.100. 101

You also need to run the remaining scripts for other services in the same manner.

WARNING: Failure of the script to change the IP address or terminating the operation
manually, may cause the system to hang. If a service-specific IP address script fails to
change the IP address, replace the <ser vi ce>. conf file with <servi ce>. ori g file.

For example, if eDirectory authentication fails on completion of IP Change step, do the
following:

cp /etc/opt/novell/eDirectory/conf/nds.conf.orig /etc/opt/novell/
eDi rectory/ conf/ nds. conf

+ To change the IP address for the configuration files of each service on the target server
enter the following in the /opt/novel | / mi grati on/ shin/serveri dswap/ scri pts/
i pchange/ nonpl ugi n folder:

i pchange. sh <ol di p> <newi p> <ol dr enpt ei p> <new enot ei p> yes

Here, oldip is the IP address of the existing server and newip is the new IP address
assigned to the server. The oldremoteip is the remote IP address that you used when
installing the existing server into the eDirectory tree. If the remote IP address is not changed
then, oldremoteip and newremoteip can be same.

Example 11-1 For example, i pchange. sh 172. 16. 200. 201 172. 16. 100. 101 172. 16. 200. 200
172.16. 200. 200 yes

If you want to execute any additional scripts copy them to the /i pchange/ nonpl ugi n folder
in the same pattern as the existing scripts.

7 Host Name Change: Hostname of the services is changed to source server hostname.

7a To change the hostname of the server and the services go to / opt / novel | / m grati on/
shi n/ serveri dswap/ scri pt s/ host change folder, enter

<host nane- scri pt > <t ar get host nane> <sour cehost nane>

For example, ser ver - host nane- change. sh aus- mar ket 201. mar ket i ng. com aus-
mar ket 101. mar ket i ng. com

7b On the console, enter

hostname <sou rceserver_name>
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The above command changes the hostname of the server, when you relogin.

If you want to execute any additional scripts copy them to the nonpl ugi n folder in the same
pattern as the existing scripts.

Forexample, . /i pri nt host change. sh ol dhost name newhost nane ol dnast er host nane
newrast er host nane

where oldhostname is the old server host name and newhostname is the new server host
name. The master hostname is the hostname of the master server in the eDirectory tree.
The oldmasterhostname and newmasterhostname can be the same if the master hostname
is not changed on performing Transfer ID migration.

WARNING: Failure of the script to change the hostname or terminating the operation
manually, may cause the system to hang. If a service specific hostname script fails to
change the hostname, replace the <service>.conf with <service>.orig file.

For example, if iPrint authentication fails on completion of Hostname Change step, do the
following:

cp /etc/opt/novell/iprint/httpd/conf/iprint_ssl.orig /etc/opt/novell/
iprint/httpd/ conf/iprint_ssl.conf

8 Reinitialize Server: Reinitialize the target server with the IP address and hostname of the
source server. In this step, eDirectory is also restarted.

+ To re initialize the server, enter
systentt!| restart network

+ To restart eDirectory, enter
systentt| restart ndsd. service

Next, you need to repair eDirectory, certificates for the server, LUM, and other OES services on
the target server.

9 Repair: Performs repair of eDirectory, certificates, LUM, and services on the target server. The
ndsr epai r command is used to perform eDirectory repair. The service-specific repairs run only
for services that were migrated using the current project.

9a eDirectory: You can either perform “Unattended full repair of eDirectory” or “Local
eDirectory database and network repair”

9a1 To perform unattended full repair of eDirectory, enter
/opt/ novel | / eDirectory/bin/ndsrepair -U
or

9a2 To perform local eDirectory database and network repair
/opt/ novel | /eDirectory/bin/ndsrepair -N
/opt/ novel | /eDirectory/bin/ndsrepair -R

9a3 To restart eDirectory, enter
systentt| restart ndsd. service

Ensure to fix all errors before proceeding with the next step.

9b Repair Certificates: To create the SAS object, enter

/opt/ novel | / eDirectory/bin/ndsconfig add -msas -a <admin dn> --config-file
/etc/opt/ novel | /eDirectory/ conf/nds. conf

9b1 To regenerate the certificate on the target server, enter

/opt/novel | /oes-install/util/getSSCert -a <new_i p_address> -t
<treenanme> -u <admi ndn dot format>-x <password>
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9b2

9b3

9b4

For example, / opt/ novel | / oes-instal | /util/getSSCert -a 172.16.100. 101 -t
TESTTREE -u cn=adnmi n. o=novel | -x novell

The regenerated SSCert . der certificate is stored at/ et c/ opt/ novel | / cert s location.
To convert the certificate to the pem format, enter

openssl x509 -informder -in /etc/opt/novell/certs/SSCert.der -outform
pem -out /etc/opt/novell/certs/SSCert.pem

To verify the health of eDirectory, enter

ndscheck -h <new_i p_address> -a <admi ndn dot fornmat> -w <adm npass> -F
<Proj ect _pat h>

For example, ndscheck -h 172. 16.100. 101 -a cn=adm n. o=novel |l -w novell -
F /var/opt/novel I / m gration/ Newproj ect 1/ ndscheck. | og

You must resolve all errors before proceeding to the next step. It is recommended to
backup the nam conf file before proceeding with the next step.

(Conditional) To remove the existing nam.conf, enter
rm/etc/ nam conf

9¢ LUM: Create or modify the existing Unix Workstation object:

*

9c1

If the source server is NetWare, a new Unix Workstation object is created. Enter the
following command:

ruby /opt/novel I/ m gration/sbin/serveridswap/scripts/repair/nam
reconf.rb -a <admi ndn comma format> -p <adm n password> -S <l dap-
server-ip> --ldap-port <port nunmber> -u <Uni x_config_object-dn>

where Unix_config_object-dn is the value of the base-name parameter in the nam conf
file. A backup of the file was created in Step 1c.

Idap-server-ip is the value of the preferred-server parameter in the nam conf . t ar get
file.

NOTE: If the value of the preferred-server parameter is the same as the IP address of
the target server, then the value of the Idap-server-ip must be the same as the IP
address of either the source server or the appropriate LDAP server.

If the source server is OES, the Unix workstation object is retained. To modify the Unix
workstation object, enter the following command:

ruby /opt/novel I/ m gration/sbin/serveridswap/scripts/repair/nam
reconf.rb -a <adm ndn comma format> -p <adm n password> -S <I| dap-
server-ip> --ldap-port <port number> -u <Uni x_config_object-dn>

where Unix_config_object-dn is the value of the base-name parameter in the nam conf
file. A backup of the file was created in Step 1d.

Idap-server-ip is the value of the preferred-server parameter in the nam conf . t ar get
file.

For example, ruby /opt/novel | / mi gration/sbin/serveridswap/scripts/
repair/namreconf.rb -a cn=adm n, o=novel |l -p novell -S 172.16.200.201 -
-1 dap-port 636 -u "o=novel | "

To copy the certificate for LUM operations, enter

cp /etc/opt/novell/certs/ SSCert.der /var/lib/novell-Iumn
. <new_i p_addr ess>. der

For example, cp /etc/opt/novel | /certs/SSCert.der /var/lib/novell-Ium
.172. 16. 100. 101. der
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9d

9e

9c2 (Conditional) If the source server is NetWare, run the command to modify the users
and groups listed in Step 1f on page 73:

ruby /opt/novel I/ m gration/sbin/serveridswap/scripts/repair/nam
grprnod. rb -H <source short hostname> -a <admin dn> -S <| dap-server-ip>
--ldap-port <port nunber> -p <password> --grp <group FDN> -l <LUM enabled
user and groups> [--check]

Idap-server-ip is the value of the preferred-server parameter in the nam conf . t ar get

file.

Parameters Description

-H Specify the hostname of the source server

-a Specify the administrator's name in LDAP format

-S Specify the IP address of the preferred LDAP eDirectory server.

--ldap-port Specify the port for LDAP server to listen on.

-p Specify the administrator’'s password.

--grp Specify the group to be modified.

-l Specify the list of LUM enabled user and groups in fully distinguished format.
--check Verify LUM enabled users and groups

When prompted, enter the password for the administrator.

9c3 (Conditional) If the source server is OES, modify the users and groups by entering the
following command:

ruby /opt/novel |/ m gration/sbhin/serveridswap/scripts/repair/namfix.rb
-H <new_server short hostname> -a <adm ndn_comma_format > -p <passwor d>
-S <l dap-server-ip> --ldap-port <port nunber>

For example, ruby /opt/novell/migration/sbin/serveridswap/scripts/repair/nam-fix.rb -H
mark-nov101 -a cn=admin,o=novell -p novell -S 172.16.100.101 --Idap-port 636

9c4 Refresh LUM Cache, run / usr/ bi n/ nantonfi g cache_refresh to rebuild LUM
cache.

9¢c5 (Conditional) If the source server is OES linux server, enter

chown - R wwar un: ww / var/opt/novel |/ nici/30

You must change the ownership, so that you can login to iManager post-Transfer ID.
To repair pool and volume objects, enter

/opt/ novel | / m grati on/shin/serveridswap/scripts/repair/volrepair.rb -a
<adm ndn_comma_f ormat > -p <password> -f <project_path>/fs

For example, /opt/novell/migration/sbin/serveridswap/scripts/repair/volrepair.rb -a
cn=admin,o=novell -p novell -f /var/opt/novell/migration/NewProj1/fs

Services: The scripts are executed for the services that are migrated before performing
Tansfer ID.

+ To repair iPrint service, enter

/opt/ novel | / mi gration/sbin/serveridswap/scripts/repair/iprintrepair.sh
-s <new | P> -u <adm ndn comma format> -T <source type {-L|-N}> -p <ssl
port> -S
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For example, /opt/novell...iprintrepair.sh -s 172.16.100.101 - u cn=admin,o=novell -T -L
-p 636 -S

Specify -S option only when LDAP server is configured for SSL. And do specify SSL
port only if its configured.

To repair CIFS service, enter

sh /opt/novel |/ mgration/sbin/mgcifs.sh -s <new I P> -p <ss|l port> -a
<admi ndn_|l dap_format> {-f 1 <if ssl>| -f 0 <non-ssl>} -t <tree nane> -
d <target server |IP> -q <port> -b <admin name> {-g 1 <if ssl>| -g 0
<non-ssl >} -m <project_path>/cifs/cifsSourceShares.tnmp -S 3 -r

9f Others: Execute the repair scripts for the services that are not included in the plug-ins of
the Migration Tool.

+ NSS Admin Object: To repair the NSS admin object, execute the following on the

target server depending on the source server (NetWare or OES):

[ opt/novel | / m gration/shin/serveridswap/scripts/repair/nss-
admi nrepai r.sh -a <adm ndn dot format> -p <adm n password> -s <source
server [OES/NW> -0 <nssadmin object nane with server context>

where -a, -p, -s are mandatory parameters. If the source server is NetWare (NW), the -
o option is required to create a new NSS admin object.

For example: nss-adm nrepair.sh -a admin.sales.novell -p test -s NW-0
nssAdm nUser . sal es. novel |

¢+ Common Proxy:

+ |If the source is Netware, to repair common proxy on the target OES 2018 SP1
server, execute the following:

/ opt/ novel | / proxymgnt / bi n/ m gnwpr oxy. sh -d <LDAP Adnin FDN> -w
<LDAP Adm n Password> -i <LDAP- Server-1|P-Address> -p <LDAP Secure
Port >

+ |f the source is Linux, to perform common proxy migration on the target OES
2018 SP1 server, see “Post-Migration Procedure” on page 239.

+ Active Directory:

1. Overwrite the target server’s files / et ¢/ kr b5. conf, / et c/ kr b5. keyt ab, and /
et c/ resol v. conf with source server files copied in Step 1e.

2. Merge the contents of the target server’s file / et ¢/ opt / novel | / ni t/ ni t d. conf
with the source server file nitd.conf copied in Step 1e.

3. Execute the following command:
rcnovel I -nit restart
4. Execute the following command:

/ opt/novel | / xad/ bi n/kinit -E Adm ni strator@ad domai n nanme>

+ NetStorage: To repair NetStorage, enter the following commands:

/opt/ novel | / xtier/bin/xsrvcfg -D
/opt/novel |/ xtier/bin/xsrvcfg -d <i paddress> -c <context>

where context is the value of the attribute CONFIG_XTIER_USERS_CONTEXT in/
et c/ sysconfi g/ novel | / net st or el1 file.

/usr/sbhin/rcnovel | -xregd restart

/usr/shin/rcapache2 restart
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10 Restart Server: Restart the target server for the changes to take effect.

On successful completion of the Transfer ID migration, the target server functions with the
source server’s eDirectory identity.

Backup eDirectory Database and NICI Keys

Before performing Transfer ID, we recommend that you to back up your eDirectory database and
NICI keys on both the source server and target server. If the Transfer ID fails or you quit the scenario,
you cannot perform any actions on the source server without restoring the server’s DIB from the
backup.

For more information on backing up and restoring eDirectory, refer to the NetlQ eDirectory
Administration Guide.

For more information on backing up and restoring NICI keys, refer to the NetlQ eDirectory
Administration Guide.
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2 Running Transfer ID Remotely

NOTE: It is recommended to perform Transfer ID from the target OES machine instead of performing
it remotely.

If you need to perform Transfer ID remotely, you need to complete the prerequisite procedures in
Chapter 9, “Preparing for Transfer ID,” on page 61. When you perform Transfer ID remotely, after the
IP address of the target server is changed with the IP address of the source server, the remote
machine hangs. This happens because the IP address of the target server no longer exists. To
perform Transfer ID remotely, perform any of the following methods:

+ “Using Two Network Interface Cards” on page 83

+ “Using VNC” on page 83

+ “Using SSH” on page 84

Using Two Network Interface Cards

To perform Transfer ID remotely, you can connect to the secondary IP address of the target machine
using SSH client or VNC client and follow Step 1 on page 68 to Step 10 on page 71. The connection
will never be terminated because only the primary IP address of the target server changes during
Transfer ID.

Using VNC

To perform Transfer ID by using the VNC client (TightVNC), perform the following steps:
1 Connect to the remote VNC client(TightVNC) running on target server from your server or
desktop by providing the IP address of the target server.
2 On the command prompt enter, ni ggui to launch the application.
3 Authenticate both source and target servers.
4 Select the migration type as Transfer ID.

You can either migrate all the services to an OES server, then transfer the NetWare or OES
server’s identity, or only transfer NetWare or OES server’s identity to an OES server.

5 Perform Step 1 on page 68 (eDirectory Precheck) to Step 6 on page 69 (IP Change) provided in
the “Run Transfer ID” on page 68.

After changing the IP address, the TightVNC console will hang.
6 Close VNC client and then relaunch it.
7 Connect to the VNC server by providing the new IP address from Step 5.

8 To complete Transfer ID, perform Step 7 on page 70 (Hostname Change) to Step 10 on page 71
(Restart Server) provided in the “Run Transfer ID” on page 68.

Running Transfer ID Remotely 83



Using SSH

You can migrate the services (Step 1 to Step 5) using either the Migration GUI or using CLI. From
Step 6, you must proceed only with CLI because after IP change you cannot SSH to the target server.

To perform Transfer ID by using the SSH console, perform the following steps:

1 Connect to target server using SSH.

2 On the command prompt enter, ni ggui to launch the application.
3 Authenticate both source and target servers.

4 Select the migration type as Transfer ID.

You can either migrate all the services to an OES server, then transfer the NetWare or OES
server’s identity, or only transfer NetWare or OES server’s identity to an OES server.

5 Save the project and close the Migration Tool GUI.

6 Run the scripts mentioned in Step 1 on page 73 (eDirectory Precheck) to Step 5 on page 75 (DIB
Restore) provided in the Chapter 11, “Using Migration Commands for Transfer ID,” on page 73.

7 On the SSH terminal console, run the script mentioned in Step 6 on page 75 (IP Change)
provided in the Chapter 11, “Using Migration Commands for Transfer ID,” on page 73.

After running these scripts the remote machine hangs.
8 Reconnect to the target server with the new IP address provided in Step 7.

9 On the SSH terminal console, run the scripts mentioned in Step 7 on page 76 (Host Name
change) to Step 8 on page 77 (Reinitialize Server) provided in the Chapter 11, “Using Migration
Commands for Transfer ID,” on page 73.

10 To complete Transfer ID, run the scripts mentioned in Step 9 on page 77 (Repair) to Step 10 on
page 81 (Restart Server).
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1 3 Post Transfer ID Migration

+ “Joining Target Server to an Active Directory Domain” on page 85
+ “Cleanup Objects” on page 85
+ “DFS Junctions are Not Restored” on page 87

Joining Target Server to an Active Directory Domain

If the source server or the target server is not joined to AD, then on completion of Transfer ID, you
must join the target server to an Active Directory domain either by using Yast or the command line
options.

+ For more information on performing the steps by using YaST, see Installing and Configuring NSS
Active Directory Support in the OES 2018 SP1: Installation Guide.

+ To use the command line, see Domain Join Tool to Join the OES 2015 Servers to an Active
Directory Domain.

Cleanup Objects

On completion of Transfer ID, some of the objects in eDirectory retain the temporary Linux server
hostname. You can either clean up the objects from the GUI or manually from the target server. Even
if the objects are not cleaned, they do not impact the working of the target server.

+ “AFP” on page 85

+ “CIFS” on page 86

+ “eDirectory” on page 86

+ “NSS” on page 86

+ “iPrint” on page 86

¢ “DHCP, FTP and NTP” on page 86

AFP

If you decide to delete the proxy username having the old hostname, you must recreate new proxy
user using YaST.

1 Using iManager delete the proxy user. The format of the proxy user is cn=afpProxyUser-
<new_hostname>.<context_of server>

2 Using YaST, recreate the proxy user.

yast 2 novel | -afp
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CIFS

If you decide to delete the proxy username having the old hostname, you must recreate new proxy
user using YaST.

1 Using iManager delete the proxy user. The format of the proxy user is cn=cifsProxyUser-
<new_hostname>.<context_of server>

2 Using YaST, recreate the proxy user.

yast2 novell-cifs

eDirectory

Delete the following objects that are present with temporary Linux hostname:

+ SAS Service-<temporaryLinuxhostname>

*

DNS AG <temporaryLinuxhostname>

*

IP AG <temporary IP address-temporaryLinuxhostname>

*

SSL CertificateDNS-<temporaryLinuxhostname>

*

SSL CertificatelP-<temporaryLinuxhostname>

NSS

+ “Pools and Volumes” on page 86

Pools and Volumes

The pools and volumes created on the Linux server before performing Transfer ID are associated
with the old hostname, perform the following post Transfer ID:

1 Using iManager, delete the pool and volume object containing the temporary Linux hostname
name.

2 (Conditional) If the target server contains pools or volumes which are not available on the source
server, recreate these objects using Update NDS option from NSSMU.

iPrint

1 To delete NDPSPrinter object, run / opt/ novel | /i print/bin/iprintcl eanup.pl script.
For information on how to run the script, see “Cleaning Up Stale Objects” on page 213.

DHCP, FTP and NTP

These services require no additional steps after Transfer ID.
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DFS Junctions are Not Restored

If a volume on the source server is a DFS junction target, the junctions are not restored on the target
server after Transfer ID migration.
After performing Transfer ID, delete the ~DFSI NFO. 8- P file from the migrated volumes on the target

server, then run VLDB repair to update the file from eDirectory. For more information about VLDB
repair, see “Repairing the VLDB” in the OES 2018 SP1: Distributed File Services Administration

Guide for Linux.
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4 Troubleshooting Issues

*

“Copying NICI Keys Fails When Performing Transfer ID” on page 89
+ “LUM Repair Fails When Performing Transfer ID” on page 89

+ “On Completing Transfer ID migration, iManager or OES Remote Manager is Not Accessible via
a Web browser on the Target Server” on page 89

+ “System Might Hang on Terminating the IP Address Change Step when Performing the Transfer
ID Scenario” on page 90

+ “System Might Hang on Terminating the Hostname Change Step when Performing the Transfer
ID Scenario” on page 90

+ “On Failure of Migration and Restoring eDirectory to the Source Server, LDAP Does Not Bind”
on page 91

*

“eDirectory Error 626 on Performing Transfer ID Migration” on page 91

*

“Transfer ID fails when NetStorage is Configured on the Source Server” on page 92

Copying NICI Keys Fails When Performing Transfer ID

Description: If the source server is NetWare copying NICI files fails due to DSMETER. NLM

Action: To resolve this issue, you must comment the line, “LOAD DSMETER” in the aut oexec. ncf
file and restart the NetWare server before performing Transfer ID.

LUM Repair Fails When Performing Transfer ID

Description: The container admin performing Transfer ID is not part of the admingroup object or
does not have supervisory permissions on all the users or groups in the admingroup object.

Action: To resolve this issue, either Transfer ID should be performed using a treeadmin or if a
container admin is used, ensure the admin has supervisory permissions on all the users or groups in
the admingroup object.

On Completing Transfer ID migration, iManager or
OES Remote Manager is Not Accessible via a Web
browser on the Target Server

Description: In the Transfer ID migration, certificates were not repaired properly in the Repair step.
Action:

1 Relaunch the project created for the Transfer ID migration, then authenticate to the target server.

On successful authentication of the target server, the Transfer ID GUI is launched. The Finish
and the Back buttons are highlighted.
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2 Click Back to reach the Repair step, then run the Repair step again.

3 Restart the target server for changes to be effective.

System Might Hang on Terminating the IP Address
Change Step when Performing the Transfer ID
Scenario

Description: Failure of the script to change the IP address or terminating the IP Change step
manually might cause the system to hang. You must restart the target server and replace the service-
specific configuration file with the backup file for the service.

Action: To restore the original IP address of the target server, replace the <ser vi ce>. conf
configuration file with the <ser vi ce>. ori g backup file for the service.

For example, if eDirectory authentication fails on completion of the IP Change step, use the following
command:

cp etc/opt/novell/eDirectory/conf/nds.conf.orig etc/opt/novell/eDirectory/conf/
nds. conf

where nds. conf. ori g is the backup service file on the target server and nds. conf is the
configuration file created during execution of the IP Change step.

System Might Hang on Terminating the Hosthame
Change Step when Performing the Transfer ID
Scenario

Description: Failure of the script to change the hostname or terminating the Hostname Change step
manually might cause the system to hang. You must restart the target server and replace the service-
specific configuration file with the backup file for the service.

Action: To restore the original hostname of the target server, replace the <ser vi ce>. conf
configuration file with the <ser vi ce>. ori g backed up file of the service.

For example, if iPrint authentication fails on completion of the Hostname Change step, use the
following command:

cp /etc/opt/novell/iprint/httpd/conf/iprint_ssl.orig /etc/opt/novell/iprint/httpd/
conf/iprint_ssl.conf

where i print_ssl. ori g is the backup service file on the target server and i pri nt _ssl . conf is the
configuration file created during execution of the Hostname Change step.
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On Failure of Migration and Restoring eDirectory to
the Source Server, LDAP Does Not Bind

To bind LDAP you must modify the values of the LDAP configuration version of the LDAP server and
LDAP group objects of the source server:

If the LDAP server displays a message, “Config version 10 is greater than 8 in attribute” or any such
similar message, you must change the Ver si on attribute value of the LDAP group and server objects
of the source server to 8. You can change the attribute values using iManager. Perform the following
steps:

1 Access iManager, then log in to the eDirectory tree where the source server you want to manage
resides.

In Roles and Tasks, select Directory Administration > Modify Object.

Browse and select the LDAP server object of the source server, then click OK.

In General > Other tab, in Valued Attributes column, select IdapConfigVersion and click Edit.

a b ODN

Change the LDAP Configuration Version value as defined in the error, then click OK.

For example, if the LDAP server displays a message, “Config version 10 is greater that 8 in
attribute” or any such similar message, you must change the LDAP Configuration Version
attribute value of the LDAP server to 8.

6 Click OK.
7 Repeat Step 2 to Step 6 for LDAP group objects of the source server.
8 Restart LDAP module on the source server:

On NetWare:

unl oad nl dap. nl m

| oad nl dap.nlm

On OES

nl dap -u

nl dap -1

On performing the preceding steps the server returns to the status before it is removed from the
eDirectory tree.

eDirectory Error 626 on Performing Transfer ID
Migration

1 Check the status of SLP by entering
rcsl pd status
If SLP is not running, start SLP by entering
rcslpd start

For information on using SLP, see “Using SLP with eDirectory” in the NetlQ eDirectory
Installation Guide.

2 (Conditional) If SLP is not used, create / et ¢/ opt / novel | / eDi r ect or y/ conf / host s. nds file on
the non-replica server that points to the master server and the container in which the user object
is present. For more information, refer to the manpage host s. nds.

Troubleshooting Issues 91


https://www.netiq.com/documentation/edirectory-91/pdfdoc/edir_install/edir_install.pdf#Ai39bze
https://www.netiq.com/documentation/edirectory-91/pdfdoc/edir_install/edir_install.pdf#bookinfo
https://www.netiq.com/documentation/edirectory-91/pdfdoc/edir_install/edir_install.pdf#bookinfo

Transfer ID fails when NetStorage is Configured on
the Source Server

During Transfer ID process, miggui tries to retrieve the proxy credentials for each of the services
configured on the source server. If NetStorage is configured, its script returns the proxy user name in
dot separated format instead of comma separated format. Due to this, miggui displays the following
warning: "The source server is configured with both service proxy and common proxy. This is not a
supported scenario and will cause failure of proxy user migration. Do you want to continue?" In this
scenario, the OES services fail to launch after the transfer ID is complete.

To resolve this issue, before starting the transfer ID process, update the source OES 2015 or later
server, and reconfigure NetStorage using YaST > OES Install and Configuration, or by executing
yast 2 net st or age command. Complete the reconfiguration steps without altering any of the existing
settings.
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V Security Considerations

+ Chapter 15, “Security Considerations for Data Migration,” on page 95
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Security Considerations for Data
Migration

This section describes how the Micro Focus Open Enterprise Server (OES) file system Migration Tool
can be used in a secure environment. It provides information to help you ensure that authentication
credentials and other sensitive data are not compromised through the use of the Migration tool.

For additional security implementation information, see “Security” in the OES 2018 SP1: Planning
and Implementation Guide.

+ “Root-Level Access Is Required” on page 95

+ “Securing User Credentials” on page 95

+ “Mounting Remote File Systems” on page 96

+ “Transmitting Data Across the Network” on page 97

+ “Managing Passwords for Migrated Users” on page 97

Root-Level Access Is Required

To use the OES migration tool, you must be logged in to the target OES 2018 SP1 server as r oot or
a root-equivalent user.

Securing User Credentials

You can take precautions to ensure that authentication credentials (usernames and passwords) are
securely stored and retrieved when using the migration tool.

+ “How User Credentials Are Stored During a Migration” on page 96

+ “How Credentials Are Passed from the Migration GUI Utilities to the Migration Commands” on
page 96
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How User Credentials Are Stored During a Migration

By default, neither the migration GUI utilities (File System Migration Utility) nor the command line
tools (m s, mi gf i | es, etc.) store the usernames and passwords entered by the user running the
migration.

+ “Migration GUI Utilities” on page 96

Migration GUI Utilities

The migration GUI utilities do not use OES Credential Store (OCS), nor do they store user credentials
in any file format. Rather, the utilities accept the user credentials entered for the source server and
target server and, after validating them (via secure or non-secure LDAP authentication), the utilities
store this information in a proprietary cache. These credentials are used by the applications to
execute various migration-related operations. For example:

+ To retrieve NetWare source volumes, the File System Migration Utility issues an nwrap
command.
+ To carry out migrations, the GUI utilities execute the required migration commands (m s,
m gfil es, mapri ghts, mapt r ust ees, etc.).
The migration utility cache is flushed when the applications are closed.

In a saved migration project, only the IP addresses of the source and target servers, the volume
names, and any other migration options, are stored in the . xnl configuration file. When you open and
rerun a saved project, you are prompted to reenter the credentials.

How Credentials Are Passed from the Migration GUI Utilities
to the Migration Commands

The GUI utilities execute migration commands within their process context and pass the user
credentials whenever required or prompted through their process APIs, which can be hidden from the
user. The GUI applications neither set the credentials in environment variables nor use the OES
Credential Store (OCS), even though the migration commands provide the option.

To pass credentials to the migration commands, the GUI utilities open a terminal connected to the
standard input and feed in the password to the command line prompt.

Mounting Remote File Systems

The migration tool must mount the remote file systems of the source servers in order to obtain
information about the source volumes and to copy the specified data to the target server.

For NetWare and OES migrations, the m s and i gf i | es uses nwrap command to map to the remote
volumes and read data from the _admin volume to validate the source path. The nl s and mi gfil es
commands unmounts the file system upon termination. If a process is killed forcibly (ki I | -9), the
mount point remains mounted and must be unmounted by the administrator.

The nl s command uses nbackup tool to build the list of trustees.
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Transmitting Data Across the Network

The OES migration tool use Storage Management Services (SMS) to copy data from OES servers.
Data is not encrypted when it is transmitted across the network.

Managing Passwords for Migrated Users

When performing a tree-to-tree migration, you have the option to migrate users into the target
server’s eDirectory tree. If you are migrating users, you have two choices for passwords:

+ Generate random passwords for the migrated users (by using the - r option of the mi gt r ust ees
command).When using this option, you must always pass the --newusers-password-file option
so that the randomly generated passwords and usernames are stored in the file.

or

+ Assign a specific password for all migrated users (by using the - s option of the mi gt r ust ees
command)

If neither - r nor - s is used, users are created without a password and the user accounts are locked
until they are manually assigned a password by the administrator, using iManager or other eDirectory
management tools. Null passwords (-s "") are not allowed.

The new passwords generated by -r option are stored in a new file. To avoid password theft, dispose
of this file in a secure manner after you have communicated the new passwords to their respective

users.
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VI Data Migration

+ Chapter 16, “Migrating File Systems to OES 2018 SP1,” on page 101
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1 6 Migrating File Systems to OES 2018 SP1

This section provides information on how to migrate the file system from supported source servers to
an OES 2018 SP1 server.

+ “Preparing for File System Migration” on page 101

+ “Migration Scenarios” on page 103

+ “Moving Devices for Migrating the Data from NetWare to OES 2015 or Later” on page 107
+ “Migrating File System Using GUI” on page 107

+ “Synchronizing File System Using Migration GUI” on page 113

+ “Migrating File System Using Command Line Utilities” on page 114

+ “Troubleshooting” on page 137

Preparing for File System Migration

To prepare your network for file system migration, complete the tasks in the following sections:

+ “Source Server Requirements” on page 101

+ “Target Server Requirements” on page 102

Source Server Requirements

+ “NetWare Server” on page 101
+ “OES Server” on page 101

NetWare Server

+ Shut down any applications, products, or services (virus scan software, backup software, etc.)
running on the server to be migrated.

+ Ensure that the latest version of Storage Management Services (SMS) is running on the source
NetWare server.

SMS updates can be downloaded from the Micro Focus Downloads Web site (http://
download.novell.com/patch/finder/#familyld=122).

+ When migrating data from a Traditional NetWare volume, ensure that the NPM files for NFS and
the NFS name space is loaded on the Traditional NetWare Volumes.

+ Although data on the source server is not deleted as part of the migration, we recommend that
you back up your data.

OES Server

+ Shut down any applications, products, or services (virus scan software, backup software, etc.)
running on the server to be migrated.
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+ Ensure that the server is running supported OES versions with all the available patches in the
channel.