Monitor XI I I

¢ Chapter 58, “Understanding the Monitor Agent Consoles,” on page 965
¢ Chapter 59, “Configuring the Monitor Agent,” on page 969

¢ Chapter 60, “Configuring the Monitor Application,” on page 991

¢ Chapter 61, “Using GroupWise Monitor,” on page 997

¢ Chapter 62, “Comparing the Monitor Consoles,” on page 1021

¢ Chapter 63, “Using Monitor Agent Switches,” on page 1023
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Understanding the Monitor Agent
Consoles

The Monitor Agent offers three consoles:

+ Section 58.1, “Monitor Agent Server Console,” on page 965
¢ Section 58.2, “Monitor Agent Web Console,” on page 965
¢ Section 58.3, “Monitor Web Console,” on page 966

For a comparison of the capabilities of the three consoles, see Chapter 62, “Comparing the Monitor
Consoles,” on page 1021

For detailed instructions about installing and starting the GroupWise® Monitor Agent for the first
time, see “Installing GroupWise Monitor” in the GroupWise 7 Installation Guide.

58.1 Monitor Agent Server Console

The Monitor Agent server console is available for the Windows Monitor Agent but not for the Linux
Monitor Agent.

Figure 58-1 Monitor Agent Server Console
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All agent configuration tasks can be performed at the Monitor Agent server console, but some
reports are not available.

58.2 Monitor Agent Web Console

The Monitor Agent Web console is platform-independent and can be viewed at the following URL:

http://web server address:8200
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Figure 58-2 Monitor Agent Web Console
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To create the Monitor Agent Web console display, your Web server communicates directly with the
Monitor Agent to obtain agent status information. You must be behind your firewall to use the
Monitor Agent Web console. Because the Linux Monitor Agent does not have a server console, you
use the Monitor Agent Web console in its place on Linux.

The Monitor Agent Web console is divided into the Agent Groups window on the left and the Agent
Status window on the right. Using the Agents Groups window, you can create and manage agent
groups the same as you can at the Monitor Agent server console.

Several Monitor features are available at the Monitor Agent Web console that are not available at the
Monitor Agent server console or the Monitor Web console. These are summarized in Chapter 62,
“Comparing the Monitor Consoles,” on page 1021.

58.3 Monitor Web Console

The Monitor Web console is also platform-independent and can be viewed at the following URLSs:

NetWare or http://web_server address/gw/gwmonitor
Windows Web
Server:

Linux http://web_server address/gwmon/gwmonitor
Web Server:
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Figure 58-3 Monitor Web Console
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To create the Monitor Web console display, your Web server communicates with the Monitor
Application (a component of your Web server), which then communicates with the Monitor Agent
to obtain agent status information. This enables the Monitor Web console to be available outside
your firewall, while the Monitor Agent Web console can be used only inside your firewall.

The Monitor Web console is divided into the Agent Groups window on the left and the Agent Status
window on the right. Using the Agents Groups window, you can create and manage agent groups the
same as you can at the Monitor Agent server console.

The Monitor Web console does not include some features that are available at the Monitor Agent
server console and the Monitor Agent Web console. These are summarized in Chapter 62,
“Comparing the Monitor Consoles,” on page 1021.
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Configuring the Monitor Agent

For detailed instructions about installing and starting the GroupWise® Monitor Agent for the first
time, see “Installing GroupWise Monitor” in the GroupWise 7 Installation Guide.

The default configuration of the GroupWise® Monitor Agent is adequate to begin monitoring
existing GroupWise agents (Post Office Agents, Message Transfer Agents, Internet Agents, and
WebAccess Agents). You can also customize the configuration to meet your specific monitoring
needs.

On Windows, you configure the Monitor Agent at the Monitor Agent server console on the
Windows server where the Monitor Agent is running.

Figure 59-1 Monitor Agent Server Console on Windows

4 GroupWise Monitor =lalx|
Configuration  Wiew  Actions Reports Log  Help
0.12] Status [ Status Durstion | Neme [Tupe [UpTime [ ClosedLiks [ Queued | Platfom
¥ Momal 0d0h53m Development. Provol PO Ed8h14m M4A MAA Metw are
¥ Momal 0dOhE3m Marketing Prova3 PO 3d10h17m  M/A MNAA Lirwis
¥ Momal 0d0h53m Proval MTA 5d8h14m 2 MHelw are
¥ Momal 0d0h53m Provol.Ghwla Gwls  5dBh10m MNdA NA& MHelw are
¥ Momal Od0Oha48m Provo2 [GAF: 0d0Oh5lm 1 Windows
@ Mot Listering O0dOhOm ProvoZ Gwid Gl Unkrown MA Mo Windows
¥ Momal 0d0Oh53m Provo3 MTa 3d10h1¥m 0O Linus
¥ Momal 0d0h53m Prava3. Gwild Gl 3d10h17m  N/A N8 Linus
¥ Nomal O0dOh48m Sales.Provo2 PO 0d0h5T m NZ& N/& Windows
¥ Nomal 0d0h53m WEBACTOA. Provol WEB.. 5dB8h9m NZA N/& Mefw are
€29 Mot Listering 0d0h53m WEBACT0A, Provo2 WER. Unknow W&, (iP5 ?
¥ Nomal Od0h53m WEBACZOA. Provad WEB 13d4h26m  N/A A2 Lirwx
< | 2]
|Next Pall: 280 seconds HTTP: 8200 Agents: 12

On Linux, similar functionality is available in your Web browser at the Monitor Agent Web console:

http://localhost:8200.

Figure 59-2 Monitor Agent Web Console on Linux
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The following topics help you customize the Monitor Agent for your specific needs:

¢ Section 59.1, “Selecting Agents to Monitor,” on page 970

¢ Section 59.2, “Creating and Managing Agent Groups,” on page 973

¢ Section 59.3, “Configuring Monitoring Protocols,” on page 975

¢ Section 59.4, “Configuring Polling of Monitored Agents,” on page 978

¢ Section 59.5, “Configuring E-Mail Notification for Agent Problems,” on page 979

¢ Section 59.6, “Configuring Audible Notification for Agent Problems,” on page 983

¢ Section 59.7, “Configuring SNMP Trap Notification for Agent Problems,” on page 984

¢ Section 59.8, “Configuring Authentication and Intruder Lockout for the Monitor Web
Console,” on page 985

¢ Section 59.9, “Configuring Monitor Agent Log Settings,” on page 986

¢ Section 59.10, “Configuring Proxy Service Support for the Monitor Web Console,” on
page 987

¢ Section 59.11, “Monitoring Messenger Agents,” on page 988
¢ Section 59.12, “Supporting the GroupWise High Availability Service on Linux,” on page 989

59.1 Selecting Agents to Monitor

By default, the Monitor Agent starts monitoring all GroupWise agents (Post Office Agents, Message
Transfer Agents, Internet Agents, and WebAccess Agents) in your GroupWise system, based on the
information from a domain database (wpdomain . db). You might not want to continue monitoring
all agents. And under certain circumstances, you might want to monitor agents that are not part of
your local GroupWise system.

¢ Section 59.1.1, “Filtering the Agent List,” on page 970

¢ Section 59.1.2, “Adding All Agents on a Server,” on page 971
Section 59.1.3, “Adding All Agents on a Subnet,” on page 971

Section 59.1.4, “Adding an Individual Agent,” on page 972

*

*

*

Section 59.1.5, “Removing Added Agents,” on page 972

59.1.1 Filtering the Agent List

You can configure the Monitor Agent to stop and start monitoring selected agents as needed.
At the Windows Monitor Agent server console:
1 Click Configuration > Filter.
or

On Linux, at the Monitor Agent Web console, click Preferences > Filter.
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The Filtered Out list displays all agents that are not currently being monitored.

2 Select one or more agents in the Monitored list, then click Remove to move them to the Filtered

Out list.
3 Click OK.

Agents in the Filtered Out list are not monitored and do not appear at the Monitor Agent server
console or at the Monitor Agent Web console. To start monitoring a filtered-out agent, move it back

to the Monitored list.

59.1.2 Adding All Agents on a Server

If you add a new server to your GroupWise system or want to monitor agents in a different
GroupWise system, you can easily start monitoring all the agents running on that server.

At the Windows Monitor Agent server console:

1 Click Configuration > Add from Machine.

or

On Linux, at the Monitor Agent Web console, click Preferences > Add Agents.

Enter the address of the new dgent

Address
Port

x|
Cancel
Help

2 Type the IP address of the new server, then click OK.

All GroupWise agents on the new server are added to the list of monitored agents.

If the new server is part of your local GroupWise system, you can simply restart the Monitor Agent

and it picks up all new agents in your system.

59.1.3 Adding All Agents on a Subnet

If you add several new servers to your GroupWise system or want to monitor agents in a different
GroupWise system, you can easily start monitoring all the agents running on the same subnet.

At the Windows Monitor Agent server console:

1 Click Configuration > Add from Network.
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or

On Linux, at the Monitor Agent Web console, click Preferences > Add Agents.

Add from Network |
Enter the subnet oK |
Cancel |
Help |

2 Type the subnet portion of the IP addresses of the new servers, then click OK.

All GroupWise agents on the subnet are added to the list of monitored agents.

If the new servers are part of your local GroupWise system, you can simply restart the Monitor
Agent and it picks up all new agents in your system.

59.1.4 Adding an Individual Agent

You can start monitoring an individual agent anywhere in your GroupWise system or another
GroupWise system.

At the Windows Monitor Agent server console:
1 Click Configuration > Add Agent.
or

On Linux, at the Monitor Agent Web console, click Preferences > Add Agents.

x|
Enter the address of the new Agent “

Address | Cancel
Poit Help

2 Type the IP address of the server where the agent runs.
3 Type the port number the agent listens on.
4 Click OK.

The agent is added to the list of monitored agents.

59.1.5 Removing Added Agents

To stop monitoring agents that you have manually added to the Monitor Agent’s configuration:
At the Windows Monitor Agent server console:
1 Click Configuration > Remove Agents.
or

On Linux, at the Monitor Agent Web console, click Preferences > Remove Agents.
2 Select the agents you want to remove, then click Remove.
3 Click OK.
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59.2 Creating and Managing Agent Groups

You might find it convenient to group related agents together for monitoring purposes. Initially, all
agents are in a single group with the same name as your GroupWise system.

Figure 59-3 Monitor Agent Console on Initial Startup
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Agent groups are displayed on the left side of the Monitor Agent server console. When you select an
agent group, the monitored agents in the group and their status information are listed on the right
side of the Monitor Agent server console.

Figure 59-4 Monitor Agent Console with Agent Groups Defined
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You can create additional groups and subgroups as needed to make monitoring similar agents easier.
You might want to create agent groups based on geographical areas, on administrative
responsibilities, or on agent configuration similarities. The number of agents in the group is
displayed to the right of the group name in the agent groups window.

In addition, by creating agent groups, you can provide configuration settings for monitoring just
once for all agents in each group, rather than having to provide them individually for each agent in
your GroupWise system.

+ Section 59.2.1,
Section 59.2.2,
Section 59.2.3, “Viewing Your Agent Group Hierarchy,” on page 974
+ Section 59.2.4,

“Creating an Agent Group,” on page 974

*

“Managing Agent Groups,” on page 974

*

“Configuring an Agent Group,” on page 975

Configuring the Monitor Agent 973



NOTE: On Linux, you perform these tasks at the Monitor Agent Web console or Monitor Web
console, using steps similar to those provided in this section

59.2.1 Creating an Agent Group

At the Windows Monitor Agent server console:

1 Right-click the folder where you want to create the agent group, then click Create.
2 Type a name for the group, then click OK to create a new folder for the agent group.
The group name must be unique within its parent group.
3 Click a folder containing agents that you want to add to the new group.
Drag and drop agents into the new group as needed.

5 Click the new group to view its contents.

You can nest groups within groups as needed.

59.2.2 Managing Agent Groups

Managing agent groups is easy at the Monitor Agent server console:
+ To rename an agent group, right-click the agent group, click Rename, type the new name, then
press Enter.
+ To move an agent group, drag and drop it to its new location.

+ To delete an agent group, right-click the agent group, then click Delete. A group must be empty
before you can delete it.

59.2.3 Viewing Your Agent Group Hierarchy

When you create nested groups, you can choose how much of the hierarchy you want displayed at
the Monitor Agent server console:

¢ You can open and close groups manually by clicking the plus and minus icons beside each
folder.

¢ To expand your entire group hierarchy, click View > Expand Tree.

+ To collapse your entire group hierarchy, click View > Collapse Tree.
You can also decide whether you want to view just the agents in the currently selected group or the
agents in subgroups as well. By default, only the agents in the selected folder are listed in the agent

window. Right-click an agent group, then click Show Subgroup Agents to display the contents of
nested groups along with the selected group.
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Figure 59-5 Monitor Agent Server Console with Subgroup Agents Displayed
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Numbers in brackets beside each group indicate the number of agents in the selected group and the
total number displayed

59.2.4 Configuring an Agent Group

Configuration settings for monitoring can be set individually for each monitored agent, for each
agent group, or for all monitored agents collectively. You can establish default configuration settings
for all agents by setting them on the root agent group that is named the same as your GroupWise
system. Those default settings can be inherited by each subgroup that you create thereafter if you
select Apply Options to Subgroups. Those default settings can be overridden by establishing
different settings for an agent group or for an individual agent if you deselect Use Parent Options.

59.3 Configuring Monitoring Protocols

By default, the Monitor Agent uses HTTP to communicate with the agents it monitors. If HTTP is
not available, the Monitor Agent changes automatically to SNMP.

GroupWise 7 agents, GroupWise 6.x agents and 6.x-level gateways, as well as the GroupWise agents
provided with the GroupWise 5.5 Enhancement Pack, can be monitored using HTTP. Agents dating
from GroupWise 5.5 and earlier, as well as 5.5-level GroupWise gateways, must be monitored using

SNMP.

+ Section 59.3.1, “Configuring the Monitor Agent for HTTP,” on page 975
¢ Section 59.3.2, “Configuring the Monitor Agent for SNMP,” on page 977

59.3.1 Configuring the Monitor Agent for HTTP

You can customize how the Monitor Agent communicates with your Web browser.

At the Windows Monitor Agent server console:

1 Click Configuration > HTTP.

or

At the Linux Monitor Agent Web console, click Preferences > Setup, then scroll down to the
HTTP Settings section.
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2 Modify the HTTP settings as needed:

HTTP Refresh: Specify the number of seconds after which the Monitor Agent sends updated
information to the Monitor Web console. The default is 300 seconds (5 minutes).

HTTP Port: Specify the port number for the Monitor Agent to listen on for requests for
information from the Web console. The default port number is 8200.

Open a New Window When Viewing Agents: Select this option to open a new Web browser
window whenever you display an agent Web console. This enables you to view the Monitor
Web console and an agent Web console at the same time, or to view two agent Web consoles at
the same time for comparison.

3 Click OK to put the new HTTP settings into effect.
At the Windows Monitor Agent server console:

4 Click Configuration > Poll Settings.
or

On Linux, at the Monitor Agent Web console, click Preferences > Setup, then scroll down to
the HTTP Settings section.
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~HTTP Help |
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[~ Force poling trough SMMP
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5 Fill in the following fields:
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Poll Cycle: Specify the number of seconds after which the Monitor Agent polls all monitored
GroupWise agents for updated information.

By default, the Monitor Agent starts 20 threads to poll monitored agents. You can use the /
pollthreads startup switch to adjust the number of threads. For more information, see
Chapter 63, “Using Monitor Agent Switches,” on page 1023.

By default, the Monitor Agent communicates with other GroupWise agents by way of XML.
However, if XML is unavailable, the Monitor Agent automatically uses SNMP instead. Prior to
the GroupWise 5.5 Enhancement Pack, GroupWise agents did not support XML, so the
Monitor Agent must use SNMP to monitor these older agents. If you need to monitor older
agents, see Section 59.3.2, “Configuring the Monitor Agent for SNMP,” on page 977.

If all monitored agents in the group require the same username and password in order to
communicate with the Monitor Agent, you can provide that information as part of the Monitor
Agent’s configuration.

HTTP User Name: Provide the username for the Monitor Agent to use when contacting
monitored agents in the group for status information.

HTTP Password: Provide the password, if any, associated with the username specified in the
field above.

NOTE: On Linux, at the Monitor Agent Web console, the HTTP User Name and HTTP
Password fields are not available. However, you can use the --httpagentuser and --
httpagentpassword startup switches when you start the Monitor Agent to achieve the same
functionality. For more information, see Chapter 63, “Using Monitor Agent Switches,” on
page 1023.

If the monitored agents use different usernames and passwords, you are prompted to supply
them when the Monitor Agent needs to communicate with the monitored agents.

6 Click Apply Options to Subgroups if you want subgroups to inherit these settings.
7 Click OK to put the specified poll cycle into effect.

59.3.2 Configuring the Monitor Agent for SNMP

The Monitor Agent must use SNMP to communicate with GroupWise agents that date from earlier
than the GroupWise 5.5 Enhancement Pack. You can customize how the Monitor Agent
communicates with such older agents and how it communicates with SNMP monitoring and
management programs.

At the Windows Monitor Agent server console:
1 Click Configuration > Polling.
or

On Linux, at the Monitor Agent Web console, click Preferences > Setup, then scroll down to
the SNMP Settings section.
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2 Specify the number of seconds after which the Monitor Agent polls all monitored GroupWise
agents for updated information using SNMP.

3 In the SNMP box, modify the SNMP settings as needed:

Time Out: Specify the number of seconds the Monitor Agent should wait for a response from
servers where GroupWise agents run.

Number of Retries: Specify how often the Monitor Agent should try to contact the servers
where GroupWise agents run.

SNMP Community Strings: Provide a comma-delimited list of community strings required to
access the servers where GroupWise agents run.

Force Polling through SNMP: Select this option to use SNMP polling instead of the default
of XML polling when contacting servers where agents in the group run.

4 Click Apply Options to Subgroups if you want subgroups to inherit these settings.
5 Click OK to put the new SNMP settings into effect.

6 Make sure the GroupWise agents you want to monitor using SNMP are enabled for SNMP. See
Section 37.6.1, “Setting Up SNMP Services for the POA,” on page 541 and Section 42.6.1,
“Setting Up SNMP Services for the MTA,” on page 668. The same instructions can be
followed for all GroupWise 5.x, 6.x, and 7 agents.

59.4 Configuring Polling of Monitored Agents

By default, the Monitor Agent polls all monitored agents every five minutes. You can adjust the poll
cycle as needed.

At the Windows Monitor Agent server console:
1 Select the root agent group to set the poll cycle default for all monitored agents.
or
Select any agent group to set the poll cycle for the agents in the selected group.
or

Select any agent to set the poll cycle for that individual agent.
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2 Click Configuration > Poll Settings.
or

At the Linux Monitor Agent Web console, select one ore more agents, click Preferences >
Setup, then scroll down to the HTTP Settings section.

Group Poll Settings - Corporate Mail ﬂ
= Use Farent Poling Dations
Poll Cycle Im 3: seconds Cancel
~HTTR Help |

HTTP User Name I

HTTF Password I

- SHMP

Tirne-out 30 1 seconds
Number of Retries 2 _:I

SMMP Community Stings IPUb"D

Comma separated list of community strings

[~ Force paling through SMMP

™ &pply options to subgroups

Unless you selected the root agent group, Use Parent Notification Options is selected and all
options are dimmed. Deselect Use Parent Notification Options to set up e-mail notification for
an agent group.

3 Increase or decrease the poll cycle as needed, then click OK.

59.5 Configuring E-Mail Notification for Agent
Problems

The Monitor Agent can notify you by e-mail when agent problems arise.

¢ Section 59.5.1, “Configuring E-Mail Notification,” on page 979
¢ Section 59.5.2, “Customizing Notification Thresholds,” on page 981

59.5.1 Configuring E-Mail Notification

You can configure the Monitor Agent to notify one or more users by e-mail if an agent goes down.
You can also receive e-mail confirmation messages showing that the Monitor Agent itself is still
running normally.

At the Windows Monitor Agent server console:
1 Select the root agent group to set up e-mail notification defaults for all monitored agents.
or
Select any agent group to set up e-mail notification for the agents in the selected group.
or

Select any agent to set up e-mail notification for that individual agent.

2 Click Configuration > Notification.
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or

On Linux, at the Monitor Agent Web console, select one or more agents, then click Preferences
> Setup to display the Notify settings.

Group Notification - Corporate Mail ﬂ
= Wse Parent Natification Options
Notification List I c .

ancel

Comma separated list of ugers to natify §
Test Motifiy

il Domain Name: I

Help
Relay &ddress I
[ Send SNMF Traps
¥ Play Sound Sounds |

Notification Event:
v &gent Down

¥ Server Down

¥ Threshold Excesded Thresholds |
Minimurn threshold level for natification [nknovn hd

¥ State retums to Normal

Fepeat Moification After |15 _lj rinutes

™ Petiodic Monitor Confimmation
Confirm 1 _I: minLtes

™ Apply optiohs to subgroups

Unless you selected the root agent group, Use Parent Notification Options is selected and all
options are dimmed. Deselect Use Parent Notification Options to set up e-mail notification for
an agent group or an individual agent.

3 Specify one or more e-mail addresses or pager addresses to send notifications to.
Specify the Internet domain name of your GroupWise system.

5 If the mail system to which e-mail notification is being sent performs reverse DNS lookups,
specify the IP address or hostname of a server to relay the notification messages through.

The Monitor Agent should relay e-mail notifications through a server that has a published DNS
address.

6 Click Test Notify to determine if the Monitor Agent can successfully send to the addresses
specified in the Notification List field.

A message informs you of the results of the test. If the test is successful, a test message arrives
shortly at each address. If the test is unsuccessful, double-check the information you provided
in the Notification List, Mail Domain Name, and Relay Address fields.

7 Select the events to trigger e-mail notification messages.
+ Agent down
+ Server down

Threshold exceeded

+ State returns to normal

*

If you want to be notified of more specific states, see Section 59.5.2, “Customizing Notification
Thresholds,” on page 981.

8 Select the amount of time that you want to elapse before repeat e-mail notifications are sent.
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9 To monitor the Monitor Agent and assure it is functioning normally, select Periodic Monitor
Confirmation, then select the number of minutes between Monitor Agent e-mail confirmation

messages.

10 Click OK to save the e-mail notification settings.

59.5.2 Customizing Notification Thresholds

To refine the types of events that trigger e-mail notification messages, you can create your own
thresholds that describe very specific states. Using thresholds, you can configure the Monitor Agent

to notify you of problem situations peculiar to your GroupWise system.

1 Make sure that notification has been properly set up as described in Section 59.5.1,

“Configuring E-Mail Notification,” on page 979.
2 Select one or more agents or agent groups.

At the Windows Monitor Agent server console:
3 Click Thresholds.

or

On Linux, at the Monitor Agent Web console, click Preferences > Thresholds.

Group Thresholds - Corporate Mail 2lx|
MT& | poa | Gwia | Webdocess | Dva | Gateways |
= Use Parent Threshalds
Expression | State I Severity I Apply to subgraups I
Delete Threshu\dl
Mumber of meszages in admin queues.
Expression  |mtaADAQCount =l - = Hadiy Thresho\dl
Bl [Citcal =] [pefinestae ] Add Thisshold |

I™ Apply threshold to subgroups

[~ Ovenarite all tresholds in subgroups

0K I Cancel |

Help

The tabs at the top of the dialog box enable you to create a separate threshold for each type of

GroupWise agent.
4 Select the type of agent to create a threshold for.
5 In the Expression field, select a MIB variable.

GroupWise agent MIB files are located in the \agents\ snmp directory of your GroupWise
software distribution directory or GroupWise 7 Administrator CD. The MIB files list the
meanings of the MIB variables and what type of values they represent. The meaning of the

MIB variable selected in the Expression field is displayed above the field.

6 Select an operator from the drop-down list.

7 Type the value to test for.

For example, you might want to test the mtaOldestQMsg variable for a specific number of

seconds that you consider to be too long for a message to be in the queue.
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8 In the State field, select an existing state.

Icon State

Unknown
Normal
Informational
Marginal
Warning
Minor

Major

S B R I WO

Critical

or
Create a new state:
8a At the Windows Monitor Agent server console, click Define State
or
On Linux, at the Monitor Agent Web console, click Preferences > States.
8b Type a name for the new state.
8c Seclect a severity level.
8d Provide instructions about how to handle the new state.

8e Click Close to save the new state.

State Definition x|

State ‘ Severity | Used | - Close I
®Unknowm Unknown MNa

¥ Moimal Momal No

B Informational Infarmational No

A Marginal Marginal Na b

<!>Walmng “Warming No Remave State
? Minor tdiror No

? Major Maijar Na

i P = |

State Mame: Severity

| Unknawn = Add State

Suggestions ta include with the notification for this state

Bl
;I Help

9 Click OK to create the new threshold.

10 Repeat Step 3 through Step 9 for each type of agent that you want to create a customized state
for.

11 Make sure Threshold Exceeded is selected in the Notification Events box.

12 Click OK to save the new notification settings.
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59.6 Configuring Audible Notification for Agent

Problems

If the server where the Monitor Agent runs is located where someone can respond immediately to a
GroupWise agent problem, you can configure the Monitor Agent to produce a different sound

according to the nature of the problem.

NOTE: Audible notification is not available on Linux.

At the Windows Monitor Agent server console:

1 Select the root agent group to set up audible notification defaults for all monitored agents.

or

Select any agent group to set up audible notification for the agents in the selected group.

or

Select any agent to set up audible notification for that individual agent.

2 Click Configuration > Notification.

Group Notification - Corporate Mail

= Wse Parent Natification Options

Notification List I

Comma separated list of ugers to natify

il Domain Name: I

Relay &ddress I

[ Send SNMF Traps

¥ Play Sound Sounds |

Notification Event:
v &gent Down

¥ Server Down

¥ Threshold Excesded Thresholds |
Minimurn threshold level for natification [nknovn hd

¥ State retums to Normal

Fepeat Moification After |15 _lj rinutes

™ Petiodic Monitor Confimmation
Confirm 1 _I: minLtes

™ Apply optiohs to subgroups

X

xl

]
Cancel
Test Motifiy
Help

Unless you selected the root agent group, Use Parent Notification Options is selected and all
options are dimmed. Deselect Use Parent Notification Options to set up notification for an

agent group or individual agent.
3 Select Play Sound, then click Sounds.
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Group Sound Options - Corporate Mail : 5[
Choose the WAV files that will play when the fallowing events occur
Server Down [ s, | Cancel |
Agent Down I Browse... —IHEID
Server Up | Browse...

Agent Up I Brawse...
Thieshold Exceeded I s,

4 For each event, browse to and select a sound file to provide audible notification for each type of
event for the selected agent group.

The Monitor Agent launches the default media player for whatever type of sound file you
select. Basic sound files are available in the c: \windows\media directory.

5 Click OK to return to the Notification dialog box.

6 Select notification events and other notification settings as described in Section 59.5,
“Configuring E-Mail Notification for Agent Problems,” on page 979.

7 Click OK to save the audible notification settings.

59.7 Configuring SNMP Trap Notification for
Agent Problems

The Monitor Agent can throw SNMP traps for use by the Management and Monitoring component
of Novell® ZENworks® for Servers or any other SNMP management and monitoring program.

At the Windows Monitor Agent server console:
1 Select the root agent group to set up SNMP trap notification defaults for all monitored agents.
or
Select any agent group to set up SNMP trap notification for the agents in the selected group.
or

Select any agent to set up SNMP trap notification for that individual agent.
2 Click Configuration > Notification.
or

On Linux, at the Monitor Agent Web console, select one or more agents, then click Preferences
> Setup to display the Notify settings.
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Group Notification - Corporate Mail

™| Use Parent Katification O ptions K

Notification List
I Cancel

Comma separated list of users to natify
Test Motifiy

Mail D ornain Narne: |
Help

[,

Relay Address I
[~ Send SMMP Traps

v Play Sound Y, |

Motification Event
¥ &gent Dawn

¥ Server Down

¥ Threshold Excesded Thresholds |
Miniraurn threshold level for natification: Unknown hd

¥ State retums to Normal

Repeat Notification After |15 _Ij minutes

™ Petiodic Monitar Confimation
Canfirm 1 _Ij minutes

[~ Apply options to subgroups

Unless you selected the root agent group, Use Parent Notification Options is selected and all
options are dimmed. Deselect Use Parent Notification Options to set up notification for an

agent group or individual agent.

3 Select Send SNMP Traps, then click OK.

4 Make sure that the Monitor Agent is properly configured for SNMP, as described in
Section 59.3.2, “Configuring the Monitor Agent for SNMP,” on page 977.

59.8 Configuring Authentication and Intruder
Lockout for the Monitor Web Console

Accessing GroupWise agent status information from your Web browser is very convenient.
However, you might want to limit access to that information. You can configure the Monitor Agent
to request a username and password before allowing users to access the Monitor Web console. In
addition, you can configure the Monitor Agent to detect break-in attempts in the form of repeated
unsuccessful logins.

NOTE: To limit access on Linux, use the --httpmonuser and --httpmonpassword startup switches
when you start the Monitor Agent. For more information, see Chapter 63, “Using Monitor Agent
Switches,” on page 1023 The intruder lockout functionality is not available on Linux.

At the Windows Monitor Agent server console:

1 Click Configuration > HTTP.
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HTTP Configuration

HTTF Status: oK

x|
HTTF Refresh 20§ =1 secands Cancel
=
HTTP Port a200 _l: Help

[~ Open a mew window when viewing agents

~Authentication
I” Require authentication to browse Gl Moritar
User name
Password
Paseword Confirm

Intruder Lockout Count {7

JJ T

Intruder Lockeaut Period — [7 minutes

Intuder Lockout Status — Gtatic

Clear Lockoutl

2 In the Authentication box, select Require Authentication to Browse GW Monitor.
3 Fill in the fields:

User Name: Provide a username for the Monitor Agent to prompt for when a user attempts to
access the Monitor Web console.

Password: Provide a password for the Monitor Agent to prompt for when a user attempts
access. Repeat the password in the Password Confirm field.

For optimum security for the Monitor Web console, use the /httpssl and /httpcertfile startup
switches, along with a certificate file, when starting the Monitor Agent. For more information,
see Chapter 63, “Using Monitor Agent Switches,” on page 1023.

Intruder Lockout Count: Specify the number of failed attempts the Monitor Agent should
allow before it stops prompting the potentially unauthorized user for a valid username and
password.

Intruder Lockout Period: Specify the number of minutes that must elapse before the user can
again attempt to access the Monitor Web console.

If a valid user gets locked out of the Monitor Web console, you can use Clear Lockout to grant
access before the intruder lockout period has elapsed.

4 Click OK to put the authentication settings into effect.

59.9 Configuring Monitor Agent Log Settings

The Monitor Agent writes to two different types of log files.

+ Event log files record error messages, status messages, and other types of event-related
messages.

¢ History log files record dumps of all MIB values gathered during each poll cycle.

Log files can provide a wealth of information for resolving problems with Monitor Agent
functioning or agent monitoring.

At the Windows Monitor Agent server console:
1 Click Log > Log Settings.

or
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On Linux, at the Monitor Agent Web console, click Log.

i Log Settings

x|
Brawse |

Log File Path |G

—EwventLog Settings—————————————————— Cancel
Maximum lag file age: IT Diaps Help

Masimur log disk space: [5120 KBytes

i History Log Settings
Masimum log file age: IT Days

M aximum log disk space: |5120 KBytes

2 Fill in the fields:

Log File Path: Specify the full path of the directory where the Monitor Agent writes its log
files.

The default log file location varies by platform.

Linux: /var/log/novell/groupwise/gwmon

Windows: c:\gwmon

Maximum Event Log File Age: Specify the number of days you want Monitor Agent event
log files to remain on disk before being automatically deleted. The default event log file age is
7 days.

Maximum Event Log Disk Space: Specify the maximum amount of disk space for all
Monitor event log files. When the specified disk space is used, the Monitor Agent overwrites
existing Monitor Agent event log files, starting with the oldest. The default is 1024 KB of disk
space for all Monitor Agent event log files.

Maximum History Log File Age: Specify the number of days you want Monitor Agent
history log files to remain on disk before being automatically deleted. The default history log
file age is 7 days.

Maximum History Log Disk Space: Specify the maximum amount of disk space for all
Monitor history log files. When the specified disk space is used, the Monitor Agent overwrites
existing Monitor Agent history log files, starting with the oldest. The default is 1024 KB of
disk space for all Monitor Agent history log files.

3 Click OK to put the new log settings into effect.
4 To view existing event logs, click View > View Log Files.

5 To view existing history log files, click Log > View History Files.

59.10 Configuring Proxy Service Support for the
Monitor Web Console

The Monitor Web console provides links to the agent Web consoles. Although you can access the
Monitor Web console from outside your firewall, by default you cannot access the agent Web
consoles from outside your firewall. To enable the Monitor Web console to display the agent Web
consoles from outside your firewall, you need to enable the Monitor Agent to support proxy service.

1 In a text editor, open the Monitor Application configuration file (gwmonitor.cfq)
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The default location of this file varies by platform.

Linux: /opt/novell/groupwise/gwmonitor

Windows: c:\novell\gwmonitor

2 Locate the following line:
Provider.GWMP.Agent.Http.level=basic

3 Change it to:
Provider.GWMP.Agent.Http.level=full

The basic setting restricts use of the Monitor Web console to within a firewall, while the full
setting allows use of the Web console both inside and outside a firewall. A third setting, none,
disables use of the Web console.

4 Save and exit the Monitor Application configuration file.
5 Start the Monitor Agent with the /proxy startup switch.

For information about startup switches, see Chapter 63, “Using Monitor Agent Switches,” on
page 1023.

Without proxy service support enabled, the Monitor Web console, after it gets a GroupWise agent’s
address from the Monitor Agent, communicates directly with the GroupWise agent. This process,
however, does not work when communicating through a firewall.

With proxy service support enabled, all communication is routed through the Monitor Agent and
Monitor Application (on the Web server). As long as the Web server can be accessed through the
firewall, the Monitor Web console can receive information about all GroupWise agents that the
Monitor Agent knows about.

59.11 Monitoring Messenger Agents

Monitor can be used to monitor Messenger agents as well as GroupWise agents. In fact, Monitor can
be used independently to monitor Messenger Agents. If you start Monitor with no access to
GroupWise system, you are prompted for the information Monitor needs in order to start monitoring
Messenger agents.

Figure 59-6 GroupWise Monitor Setup Dialog Box

GroupWise Monitor Startup LI
~ GroupWise System
¢ Group'wise domain path || Brawse... | Cancel |
 MTA with HTTP enabled Hep |
Address I
Port IW
i~ GroupWize Messenger System
MNovell Messenger system object I Browse... |
Replica addiess I
[0, mm.xwn.xm xkx]
Specily 3 username and password to access the director
LIser name I Browse. |
Passwaord I
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To make this information a permanent part of your independent Messenger system, follow the
instructions in “Using GroupWise Monitor” in “Managing the Messaging Agent” in the Novell
Messenger Administration Guide.

If Monitor is already monitoring GroupWise agents, then it is easy to add Messenger agents.
At the Windows Monitor Agent server console:

1 Click Configuration > Add Novell Messenger System.

Add Novell Messenger System 5[
Novell Messenger System Object Browse... | 0K I
— Specify a username and password to access the director Cancel

User Mame I Browse. | Help

Passward I

— Specify how to access the director

Use direct access

Replica Addiess:
[0, s e ]

2 Fill in the following fields in the GroupWise Monitor Startup dialog box or the Add Novell
Messenger System dialog box:

Novell Messenger System Object: Browse to and select the eDirectory™ container where you
created the Messenger system.

User Name: Browse to and select a User object that has sufficient rights to enable the Monitor
Agent to access Messenger object properties in eDirectory.

Password: Specify the network password associated with the User object.
Replica Address: Specify the IP address of a server where an eDirectory replica is available.

3 Click OK to add the Messenger Agent and the Archive Agent to the list of monitored agents.

NOTE: On Linux, use the Preferences > Add Agents at the Monitor Agent Web console to add the
individual Messenger agents to the list of monitored agents. For more information, see
Section 59.1.4, “Adding an Individual Agent,” on page 972.

59.12 Supporting the GroupWise High
Availability Service on Linux

The GroupWise High Availability service, described in “Enabling the High Availability Service for
the Linux GroupWise Agents” in “Installing GroupWise Agents” in the GroupWise 7 Installation
Guide, relies on the Monitor Agent to know when an agent has stopped and needs to be restarted. To
enable communication between the Monitor Agent and the High Availability service, start the
Monitor Agent with the --hauser and --hapassword startup switches, set to the username and
password of the Linux user you set up to represent the High Availability service on your Linux
server. You can also use the --hapoll startup switch to control how often the Monitor Agent contacts
the High Availability service with agent status information. The default is every 2 minutes.
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Configuring the Monitor
Application

During installation, the GroupWise® Monitor Application is set up with a default configuration.
However, you can use the information in the following sections to optimize the Monitor Application

configuration:

¢ Section 60.1, “Modifying Monitor Application Environment Settings,” on page 991

¢ Section 60.2, “Modifying Monitor Application Log Settings,” on page 992

¢ Section 60.3, “Adding or Removing Service Providers,” on page 994

¢ Section 60.4, “Modifying Monitor Application Template Settings,” on page 995

60.1 Modifying Monitor Application Environment

Settings

Using ConsoleOne®, you can modify the Monitor Application’s environment settings. The
environment settings determine such things as the location where ConsoleOne stores the Monitor
Application’s configuration file and how long the Monitor Application maintains an open session

with an inactive user.

1 In ConsoleOne, use the Console View to browse to the Monitor Application object (named

GroupWiseMonitor).

File Edit View Wizards Tools Help

He®(®0¢| 1| 2| »8 & " 8|8

e

- @ CORP_TREE B3|
-2 GroupWise

% Administration

% Development

% Legal

% Marketing

-0 Provol

=@ [Provod]

- Provo3

@& Provod

Ja sales

T suppont

& waltham1

@ waltham2 |

Conzole View

7 MTA

P Gwia

o WEBACTOA
= 5 fiseMonitar

E:I Group\WiseWWebAccess
(1 GroupwisewvebPublisher

[ rovelspeller

g GrouptizeDocurnemProvider
58? GroupWiseProvider

¥ LOAPProvider

& MonitorProvider

11 tems %

ﬁJsar adtmin Docdey Mavell

fTree: CORP_TREE

The Monitor Application object is not available in the GroupWise View.

2 Right-click the Monitor Application object, then click Properties to display the Environment

page.
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Properties of GroupWiseMonitor E|

Application = | NDS Rights | Cther |

Enwiraninent
Configuration File: |\UED-NW\sys\.Nnvelngwmnnnnr\gwmnnnnr cff =
Lagout URL: |
Page Options... O Cancel Apply Help

3 Modify the fields as needed:

Configuration File: The Monitor Application does not have access to Novell® eDirectory® or
the GroupWise domain database (wpdomain . db). Therefore, ConsoleOne writes the
application’s configuration information to the file specified in this field. By default, this is the
gwmonitor.cfq file located in the Monitor Application’s home directory. The location of
this home directory varies by platform.

Linux: /opt/novell/groupwise/gwmonitor

Windows: novell\gwmonitor at the root of the Web server

In general, you should avoid changing the location of the file.

IMPORTANT: On Linux, do not change the location of the gwmonitor. cfg file.

Logout URL: By default, if users are required to log in to the Monitor Web console, they are
returned to the login page when they log out. If desired, you can enter the URL for a different

page.
4 Click OK to save the changes.

60.2 Modifying Monitor Application Log Settings

The Monitor Application logs information to log files on disk. You can control the following
logging features:

¢ The type of information to log

+ How long to retain log files

¢ The maximum amount of disk space to use for log files

¢ Where to store log files

The Monitor Application creates a new log file each day and each time it is restarted (as part of the
Web server startup). The log file is named mmddmon . nnn, where mm is the month, dd is the year,
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and nnn is a sequenced log file number (001 for the first log file of the day, 002 for the second, and
so forth).

To modify the log settings:

1 In ConsoleOne, browse to and right-click the Monitor Application object (named
GroupWiseMonitor), then click Properties.

2 Click Application > Log Settings.

Properties of GroupWiseMonitor E|
Application ~ | NDS Rights ~ | Cther |
Log Settings

Log File Path: |\\JED—NW\sy'SWUveH\ngunﬂur\lugs (==

Maxirmum Log File Age: 7 il clarys
Maximum Log Disk Space: 1024 il KBytes

Logging Level: |Nnrma| j
Log LatgUisge: |Eng||sh j
Log Tirme Forrrat: |H'mm a8 j
Example:10:20:04
Page Options... Ok Cancel Apply Helg

3 Modify the log settings as needed:

Log File Path: Specify the path to the directory where you want to store the log files. The
default log file directory varies by platform.

Linux: /var/log/novell/groupwise/gwmon

Windows: novell\gwmonitor\logs directory at the root of the Web server

Maximum Log File Age: Specify the number of days you want to retain the log files. The
Monitor Application retains the log file for the specified number of days unless the maximum
disk space for the log files is exceeded. The default age is 7 days.

Maximum Log Disk Space: Specify the maximum amount of disk space you want to use for
the log files. If the disk space limit is exceeded, the Monitor Application deletes log files,
beginning with the oldest file, until the limit is no longer exceeded. The default disk space is
1024 KB.

Logging Level: There are four logging levels: None, Normal, Verbose, and Diagnostic. None
turns logging off; Normal displays warnings and errors; Verbose displays Normal logging plus
information messages and user requests; and Diagnostic displays all possible information. The
default is Normal logging. Use Diagnostic only if you are troubleshooting a problem with
Monitor.

The verbose and diagnostic logging levels do not degrade Monitor Agent performance, but log
files saved to disk consume more disk space when verbose or diagnostic logging is in use.
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Log Language: Select the language in which you want information written to the log files. The
list contains many languages, some of which the Monitor Application might not support. If you
select an unsupported language, the information is written in English.

Log Time Format: Choose from the following formats to use when the Monitor Application
records dates and times in the log files: HH.mm:ss:SS, MM/dd: H:mm:ss.SS, or dd/MM:
H:mm:ss.SS. H and HH represent hours, mm represents minutes, ss and SS represent seconds,
MM represents months, and dd represents days.

4 Click OK to save the log settings.

60.3 Adding or Removing Service Providers

The Monitor Application receives requests from Monitor Web console users and then passes the
requests to the appropriate service provider. The service provider fills the requests and returns the
required information to the Monitor Application. The Monitor Application merges the information
into the appropriate template and displays it to the user.

To function properly, the Monitor Application must know which service providers are available. The
Monitor service provider communicates with the Monitor Agent to fill Monitor Web console
requests. The Monitor service provider is installed and configured at the same time as the Monitor
Application.

You can disable the Monitor service by removing the Monitor service provider. If you’ve created
new service providers to expose additional services through GroupWise Monitor, you must define
those service providers so that the Monitor Application knows about them.

To define service providers:

1 In ConsoleOne, right-click the Monitor Application object (named GroupWiseMonitor), then
click Properties.
2 Click Application > Services.

The Provider List displays all service providers that the Monitor Application is configured to
use.

Properties of GroupWiseMonitor @\

Provider List:

MonitorProvider Provo2. Groupitse

Page Options 0K Cancel Apply Help
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3 Choose from the following options:

Add: To add a service provider to the list, click Add, browse to and select the service provider’s

object, then click OK.

Edit: To edit a service provider’s information, select the provider in the list, then click Edit.

Delete: To remove a service provider from the list, select the provider, then click Delete.

4 Click OK to save the changes.

60.4 Modifying Monitor Application Template

Settings

When the Monitor Application receives information from a service provider, it merges the
information into the appropriate Monitor template before displaying the information to the Monitor
Web console user. Using ConsoleOne, you can modify the Monitor Application’s template settings.
The template settings determine such things as the location of the templates, the maximum amount
of server memory to use for caching the templates, and the default template language.

1 In ConsoleOne, browse to and right-click the Monitor Application object (named

GroupWiseMonitor), then click Properties.

2 Click Application > Templates to display the Templates page.

Properties of GroupWiseMonitor
Application = | NDS Rights v| Cther |
Templates

Locations

Template Path: ‘\\JEiD-NW\SyS\Tomcat\d\webapps\gwweb-mf\cIasses\t:ommove\l\gwmonnor\templates

Java Package: ‘com novell gwamonitor templates

Images URL: ‘fgw.icommove\llgwmomtor.ﬁmages

Applets URL, |

Help URL: ‘Igw.icommove\llgwmomtormelp

Caching

[¥ Enable template caching

Cache Size: 1024 il KBytes

User Interface

Default Language: |English hd
Diefine User Interfaces

]

&

Page Options...

Cancel

Appby

Help

3 Modify the fields as needed:

Template Path: Select the location of the template base directory. The template base directory
contains the subdirectories (simple, frames, hdml, and wm1) for each of the templates
provided with GroupWise Monitor. If you create your own templates, you need to place the
templates in a new subdirectory in the template base directory. The default installation

directory varies by platform.

Linux:
gwmonitor/templates

/var/opt/novell/tomcat/webapps/gw/WEB-INF/classes/com/novell/
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Windows: tomcat dir\webapps\ROOT\web-
inf\classes\com\novell\gwmonitor\templates

Java Package: Specify the Java package that contains the template resources used by the
Monitor Application. The default package is com.novell.gwmonitor.templates.

Images URL: Specify the URL for the GroupWise Monitor image files. These images are
merged into the templates along with the GroupWise information. This URL must be relative to
the Web server’s document root directory. The default relative URL varies by platform.

Linux: /gw/com/novell/gwmonitor/images

Windows: com\novell\gwmonitor\images

Applets URL: The Monitor Application does not currently use applets.

Help URL: Specify the URL for the GroupWise Monitor Help files. The default installation
directory is the com\novell\gwmonitor\help directory under the Web server’s
document root directory.

Enable Template Caching: To speed up access to the template files, the Monitor Application
can cache the files in memory. Select this option to turn on template caching.

Cache Size: Select the maximum amount of memory, in kilobytes, you want to use when
caching the templates. The default cache size, 1024 KB, is sufficient to cache all templates
shipped with GroupWise Monitor. If you modify or add templates, you can turn on Verbose
logging on the Monitor Application object Log Settings page to view the size of the template
files. Using this information, you can then change the cache size appropriately.

Default Language: Select the language to use when displaying the initial Monitor Web
console page.

Define User Interfaces: GroupWise Monitor supports Web browsers on many different
devices (for example, computers and wireless telephones). Each device supports specific
content types such as HTML, HDML, and WML. When returning information to a device’s
Web browser, the Monitor Application must merge the information into a set of templates to
create an interface that supports the content type required by the Web browser.

GroupWise Monitor ships with several predefined user interfaces. These interfaces support
Web browsers that require HTML, HDML, and WML content types. Click the User Interface
button to view, add, modify, or delete user interfaces.

4 Click OK to save the new template settings.

996 GroupWise 7 Administration Guide



Using GroupWise Monitor

For a review of the three Monitor Agent consoles, see Section 58, “Understanding the Monitor
Agent Consoles,” on page 965. This section focuses on using the Windows Monitor Agent server
console and the Monitor Agent Web console, although many of these tasks can be performed at the
Monitor Web console as well.

The GroupWise® Windows Monitor Agent server console displays GroupWise agent status on the
server where the Monitor Agent runs. On Linux, similar information can be displayed at the Monitor

Agent Web console.

¢ Section 61.1, “Using the Monitor Agent Server Console,” on page 997

¢ Section 61.2, “Using the Monitor Web Console,” on page 1001

¢ Section 61.3, “Generating Reports,” on page 1002

¢ Section 61.4, “Measuring Agent Performance,” on page 1012

¢ Section 61.5, “Collecting Gateway Accounting Data,” on page 1015

¢ Section 61.6, “Assigning Responsibility for Specific Agents,” on page 1018

¢ Section 61.7, “Searching for Agents,” on page 1019

61.1 Using the Monitor Agent Server Console

Initially, the Windows Monitor Agent server console lists all monitored GroupWise agents, along

with their statuses.

NOTE: On Windows, agents and agent groups are displayed at the Monitor Agent server console.
On Linux, agent groups are displayed only at the Monitor Web console.

Figure 61-1 Windows Monitor Agent Console with the Monitored GroupWise Agents Displayed

*¢ GroupWise Monitor
Configuration  Wiew Actions Reports

0721

=lolx|
Log Help
Status | Status Duration | Mame | Type | Up Time | Cloged Links | Queued | Platform
¥ Nomal 0d0h53m Development. Provol PO S5d8h1dm NZ& N/& Mefw are
¥ Nomal 0d0h53m Matketing Prova3 PO 3d10h17m  MN/A N/& Linwx
¥ Nomal 0d0h53m Praval MTA 5d8h1d4m 2 Mefw are
¥ Momal 0d0hB3m Proval. Ghwla Gwila  5dBh10m Nia N/& MNefw are
¥ Momal 0d0h48m Prova2 MTA 0d0h5Tm 1 Windows
€ Mot Listering 0d0h0m Frovo2 G4 Gwild Unknowe WA {2 Windows
¥ Momal 0dOhE3m Prova3 MTA 3d10h17m 0 Lirwis
7 Nomal 0dOhB3m Provad Giwla Gwld  3d10k17m  N/A M2 L
¥ Momal 0d0h48m Sales. Provo2 PO 0d0h5lm N4A NA& ‘Windows
¥ Momal 0dOhE3m ‘WEBACTOS, Proval ‘WEB.. 5dBhim M4A MNAA Metw are
@ Mot Listening 0d0h53m ‘WEBACTOA, Provo2 WEB...  Unknown M4A MNAA ?
¥ Nomal 0d0h53m WEBACT0A Provad WEB.. 13d4h26m NA A2 Lir
< | |

Mext Poll: 280 seconds

[HTTP: B200

|Agents: 12

After you create agent groups, as described in Section 59.2, “Creating and Managing Agent
Groups,” on page 973, the agents in each group are displayed when you select a group.
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Figure 61-2 Windows Monitor Agent Console

4 GroupWise Monitor : 1Ol x|
Configuration  Wiew Actions Reports Log  Help
=3 Corparate Mail [0, 12] Status | Status Duration | Name [ Twpe [ Up Time | Closed Links [ Queued [ Platform
¥ Momal Od0Oh5m Development. Proval PO BdBh1dm M Mo Metw are
i ¥ Homal 0d0h55m Pravol MIa  5dBhldm 2 Helware
¥ Momal 0d0h5m Praval.Gwild Gl 5dBh10m MAA N8 Metw are
¥ Nomal 0dO0h5em WEBACYOA. Provol WEB... 5dBh9m NZ& N/& Mefw are
4 | »l
et Pall; 207 secands I | HrTR: Ez00 |agerts: 4

You can display many types of monitoring information at the Windows Monitor Agent server
console.

¢ Section 61.1.1, “Viewing All Agents,” on page 998

¢ Section 61.1.2, “Viewing Problem Agents,” on page 998

¢ Section 61.1.3, “Viewing an Agent Server Console,” on page 999

*

Section 61.1.4, “Viewing an Agent Web Console,” on page 1000

*

Section 61.1.5, “Polling the Agents for Updated Status Information,” on page 1000

61.1.1 Viewing All Agents

After you have separated your agents into groups, you can still view all agents in your GroupWise
system in a single list.

At the Windows Monitor Agent server console:

1 Right-click the root agent group, then click Show Agent Subgroups.

4 GroupWise Monitor =1alx|
Configuration Wiew Actions Reports Log Help
Statug | Status Duration | Mame I Tupe | Up Time | Cloged Links I [ueued | Platform
¥ Momal 0d0hE7 m Development. Provol PO Ed8h14m N4A NA& MNefware
¥ Momal 0dOhE7m Marketing Prova3 PO 3d10h17m  M/A NA& Lirwis
-~ Nelware Agents [4] ¢ Nomal  0dOh57m Froval MTA  5dShidm 2 Metwzre
S windowedgents B s jona gdonsTm Provl Bwa GwlA  BABRIOm N NAA Nstwars
¥ Momal 0doh52m Prove2 MTA 0d0h5lm 1 ‘Windows
@ Mot Listening 0d0h4m ProvoZ. Ghwla Gwild  Unknown MNdA NA& ‘Windows
¥ Momal 0d0Oh&57m Provo3 [GAF: 3d10h1¥m 0O Linuz
¥ Momal 0d0Oh&7m Provo3. Gwid Gl 3d10h17m  NA Mo Linus
¥ Momal O0d0Oh52m Sales.ProwoZ PO 0dOh5lm MA Mo Windows
¥ Nomal 0dO0h57m WEBACYOA. Provol WEB... 5dBh9m NZ& N/& Mefw are
629 Mot Listering 0d0hS7m WEBACTDA, Provo2 WEE...  Unknown N/&, M2 7
¥ Nomal Od0h57m WEBACZOA. Provad WEB 13d4h26m  N/A A2 Lirwx
Ll | 2]
Mexce Pall; 51 seconds HTTP: 8200 Agents: 12

You can use the Show Agent Subgroups feature on any group that contains nested subgroups.

61.1.2 Viewing Problem Agents

In a single agent group or in a group with subgroups shown, you can filter the list to show only those
agents whose status is not Normal.

998 GroupWise 7 Administration Guide



At the Windows Monitor Agent server console:

1 Click View > Problem Agents.

or

On Linux, at the Monitor Agent Web console, click Problems.

-E_Grnupwise Monitor
Configuration  Yiew Actions Reports Log  Help

~=lol x|

= . Statuz Status Duration Marne Type Up Time Closed Links | Queued | Platform
@ [ORE] I I I I I I I

.| G_E‘EWGYS @ Mot Listening 0d0h1m Provo2 Giwla, Gl Unknown Méd Méd ?

g h'”:;“ge;“ [‘:1 " 63 Nt Listering 0dDh1m WEBACTOAPivo2  WEB.. Unknown N/ N 7

efwiare Agents
@ﬁ Windows Agents [4]
4

|Next Poll: 236 seconds HTTP: &200 Agents: 2

Only problem agents are now displayed. If you leave the Monitor Agent with only problem
agents displayed, many groups might appear empty because all agents have a status of Normal.

2 To view all monitored agents again, click View > All Agents.

or

On Linux, at the Monitor Agent Web console, click System.

61.1.3 Viewing an Agent Server Console

An active agent server console displays on each server where a GroupWise agent is running. You
can display a similar agent server console from the Windows Monitor Agent server console.

NOTE: This feature is not available on Linux.

1 Right-click an agent, then click Agent Console.

* Provo2 - GroupWise MTA {(GroupWise Monitor) = Ellil
File  Configuration

Provo2 MNomal Up Time: 0 Days 0 His 58 Mins
r Statu Statistic:

Total  Closed Total 10 Minutes

Domaing 6 1 Fouted 1 1}
Fost Dffices 1 0 Undeliverable 1} 1}
Gateways 2 0 Errars 1] 1]
I Queue Watcher

Facility | Count | Type | Status

Prova3 4 Domain Closed

Prova2 0 Domain Open

G4 1} Gateway Open

Sales 1} Post Office Open

WEBACTOA 0 Gateway Open

Proval 0 Domain Open

You cannot control the agent from the Monitor Agent like you can at the actual agent server console,
but you can gather status information about the monitored agent.
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61.1.4 Viewing an Agent Web Console

An agent Web console can be displayed anywhere you have access to a Web browser and the
Internet. You can launch an agent Web console from the Windows Monitor Agent server console.

1 Right-click an agent, then click Agent Web Console.

or

On Linux, at the Monitor Agent Web console, click the domain or post office link.

/2 Users 1
Application Connections 1
Physical Connections

IMAP Sessions

CAP Sessione

SOAP Sessions

Priotity Queues

Maormal Queues

GYWCheck Auto Queues
GWCheck Scheduled Quenes

hread Status

Total Busy

C/S Handler Threads B
Message Warker Threads B
GYWCheck Worker Threads 4
IMAP Threads 2
CAP Threads 1
S0AP Threads 1
p

Message Transfer Status Open

ocoocooo

[Statistics

Tatal
C/S Reguests 111

C/2 Requests Pending 0

For information about the agent Web consoles, see the GroupWise agent documentation:

¢ Section 37.2, “Using the POA Web Console,” on page 530

¢ Section 42.2, “Using the MTA Web Console,” on page 657

+ Section 49.2, “Using the Internet Agent Web Console,” on page 787

¢ Section 56.1.2, “Using the WebAccess Agent Web Console,” on page 929

61.1.5 Polling the Agents for Updated Status Information

By default, the Monitor Agent polls the monitored agents every five minutes. You can change the
default poll cycle, as described in Section 59.4, “Configuring Polling of Monitored Agents,” on

page 978. The time remaining until the next poll cycle is displayed in the lower left corner of the
Monitor Agent server console.

You can also manually poll monitored agents:

¢ To poll all agents, click Action > Poll All Agents.
+ To poll a specific agent, right-click the agent, then click Poll Agent.

+ To stop polling a specific agent (for example, because the server it runs on is awaiting repairs),
right-click the agent, then click Suspend Polling. You can specify a time interval for the agent
to be suspended, after which polling resumes automatically. By suspending polling, you
prevent repeat notifications for a problem that is already being addressed.
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The suspended agent’s status is listed as Suspended, accompanied by the same icon used for the
Unknown status "2,

+ To restart regular polling of an agent for which polling was suspended, right-click the agent,
then click Resume Polling.

61.2 Using the Monitor Web Console

The Monitor Web console lists all GroupWise agents that the Monitor agent is polling for status
information. Use the following URLSs to access the Monitor Web console:

Linux: http://network address/gwmon/gwmonitor

Windows: https://network address/gw/gwmonitor

where network_address represents the IP address or hostname of the server where the Monitor
Agent is running.

Figure 61-3 GroupWise Monitor Web Console

GroupWises Monitor

Novell

® Corporate mail Monitored agents for "Corporate Mail" group
Total: 12 Displayed: 1 -12
Create Refresh [ Problem | [ Susperd | [ Resume |[ Move |[ Options ][ Threshalds |
th';z:e r Name Status Status Duration Up Time Type Yersion Platform
Delete [~ (@ Prove3 Mormal 11d18h4a8m 1d14h20m  MTA 7.0 [07/21/20085) Linux
fefiesh [© (@ Proved GWIA Mormal 11d18h48m 1d14h20m  GwA 7.0 [07/21/2005) Linux
= [T (@ Marketing.Provo3 Mormal 11 d18h48m 1d14hz20m  POA 7.0 [07/21/2008) Linux
[ (@ WEBACYOA.Prova3 Morrnal 11 d18h43m 11d8h29m WEBACC 7.0 [7/22/2008) Linux
[~ @ Provel Mormal 8d23h5m 3d1Zh16m  MTA 7.0 [7/12/2005) Metware
[T (@ Development.Provol Mormal 8d23ham 3d1Zh16m  POA 7.0 [7r12/2008) Hetiare
[ (@ Provol.GWwA Morrmal 3d10h19m 3d1zh1z2m WA 7.0 [07-12-08) MNetWare
[C (@ WEBACYOA.Proval Morrmal B5d21h40m 3d1zh1z2m WEBACC  7.0.0 (FF12/2008) MNetWare
© @ Provez Mormal 11d18h48m 11d20h7 m  MTA 7.0 [7/12/2005) windows
r Provoz, GWAA Mot Listening Od14hdém Odohom G A 7.0 [07-12-08) Windows
- Sales.Provo? Mot Listening Od14h4ém odohom POA 7.0 [7r12/2008) Windows
[[ i@ WEBACTOA. Prova2 Morrmal 11 d18h48m 12d7h3tm WEBACC 7.0 [7/12/2008) Windows

Features of the Monitor Web console are available on buttons at the top of the Monitor page.

Button Feature

Problems

Link Trace

Link Configuration
Global Options

States

# fw [ R X [@

Search
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Click an agent group in the left panel to display all monitored agents in the group. Click the Problem
button to display only those agents whose status is other than Normal in the agent group. Click the
Problems icon to display all agents in your GroupWise system whose status is other than Normal.

Click the status of an agent in the Status column to display agent status details.

Click an agent in the Name column to open its agent Web console. For information about the agent
Web consoles, see Section 61.1.4, “Viewing an Agent Web Console,” on page 1000.

Click Refresh to update the agent status information. To modify the default poll cycle, see
Section 59.4, “Configuring Polling of Monitored Agents,” on page 978.

To see what specific tasks can be performed at the Monitor Web console, see Chapter 62,
“Comparing the Monitor Consoles,” on page 1021.

61.3 Generating Reports

You can generate reports on demand at the Monitor Agent consoles to help you manage message
flow throughout your GroupWise system.

¢ Section 61.3.1, “Link Trace Report,” on page 1002

¢ Section 61.3.2, “Link Configuration Report,” on page 1003

¢ Section 61.3.3, “Image Map Report,” on page 1004

¢ Section 61.3.4, “Environment Report,” on page 1009

¢ Section 61.3.5, “User Traffic Report,” on page 1009

¢ Section 61.3.6, “Link Traffic Report,” on page 1010

¢ Section 61.3.7, “Message Tracking Report,” on page 1010

¢ Section 61.3.8, “Performance Tracking Report,” on page 1011

¢ Section 61.3.9, “Connected User Report,” on page 1011

¢ Section 61.3.10, “Gateway Accounting Report,” on page 1011

¢ Section 61.3.11, “Trends Report,” on page 1011

¢ Section 61.3.12, “Down Time Report,” on page 1012

61.3.1 Link Trace Report

A link trace report enables you to follow the path a message would take between two GroupWise
domains. A link trace report includes a list of all the domains through which a message would need
to pass, along with their current status, link type, address, and number of messages currently queued
in each domain. If any domain along the link path is closed, an error message is displayed.

If a message fails to arrive at its destination, this report can help you pinpoint its current location, so
you can resolve the problem and get messages flowing smoothly again.

At the Windows Monitor Agent server console:
1 Click Reports > Link Trace.
or

On Linux, at the Monitor Agent Web console, click Link Trace.
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2 Select a starting domain and a target domain.

3 Ifyou want to trace the path back, which is the route status messages will take, select Trace
Return Path.

4 Click Trace.

Link Trace

Starting Domain Target Domain
oy Fravol
Frovo2 Provo2 Elose

Provod Provad
Provod

[ Trace Return Path

Statuz I Darnain I Mest Link. I Link Type | Address | Link Status | GQueusd

¥ Momal Prowol Provo2 TCR/P iboogaard-win Open 1]
¥ Momal Prowo2 Provod Mapped %\ jboogaard-nw Open 1]
| | ol

If any domain in the path is closed, an error message displays so you know where the problem
is occurring.

5 When you are finished tracing links, click Close.

61.3.2 Link Configuration Report

A link configuration report enables you to list the links from one or more GroupWise domains to all
other domains in your GroupWise system. This helps you identify inefficient link paths, loops, and

unreachable domains. All domains must be open to obtain an accurate link map of your GroupWise
system.

1 Make sure all domains in your GroupWise system are open.

You cannot obtain an accurate link map of your GroupWise system if any domains are closed.
For assistance with closed domains, see “Message Transfer Agent Problems” in GroupWise 7
Troubleshooting 2. Solutions to Common Problems.
At the Windows Monitor Agent server console:
2 Click Reports > Link Configuration
or
On Linux, at the Monitor Agent Web console, click Link Configuration
3 Select All Agents
or
Select a specific agent from the drop-down list.
4 Click Run
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Link Configuration E

+ All Agents

€ Selectedgent  [Provor =l _ e |
Help |

Source | Destination [ Links |
o Prova? Praval Provo2, Provol

o Prova? Provo3 Provo2, Provod

o Prova? Provod Provo2, Provod

# Provol ProvoZ2 Provol, ProvoZ

# Provol Provo3 Provol, Prowo3

¥ Provol Provad Prowal, ProvaZ, Provod

159 Provo3d Provo2 Prova3 - Read Failed

659 Provad Frovo2 Prawnd - Fead Failed

The list shows what domains a message would pass through to travel from the domain in the
Source column to the domain in the Destination column. If a domain displays as closed, it
means that the Monitor Agent could not contact the MTA for the domain or that a loop was
detected in the link configuration.

5 When you are finished checking links, click Close.

61.3.3 Image Map Report

An image map enables you to create a visual picture of your GroupWise system, whether it resides
in a single office building or spans the globe. You provide the maps; Monitor provides the up-to-the-
minute status information at a glance.

* “Making Maps Available in Monitor” on page 1004

+ “Setting Up Maps” on page 1005

+ “Setting Up Regions” on page 1006

+ “Adding Agents to a Map” on page 1007

¢ “Using an Image Map to Monitor Agents” on page 1008

NOTE: The image map report cannot be generated at the Windows Monitor Agent server console.
You must use the Monitor Agent Web console.

Making Maps Available in Monitor
1 Obtain useful maps from the Internet or other location.

You can use maps that vary in detail. For example, you could have one map the focuses on a
particular corporate office building, another that shows offices throughout your country, and
another that shows offices throughout the world. You can select from images in PNG and JPG
format.

2 Copy the maps you want to use into the maps subdirectory of the monwork directory.

The default location of the monwork directory varies by platform.

Linux: /tmp/gwmon/monwork\maps

Windows: c:\gwmon\monwork\maps

1004 GroupWise 7 Administration Guide



You can change the location using the /monwork startup switch. For more information, see
Chapter 63, “Using Monitor Agent Switches,” on page 1023

3 Continue with Setting Up Maps.

Setting Up Maps
1 In the Monitor Agent Web console, click Map.

Status | Preferences | Link Trace | Link Configuration | Reports | Log | Map

[ view |\ Delete | [ New |

Initially, no maps are available in Monitor.

2 Click New to display all the maps that are available in the maps directory.

Status | Preferences | Link Trace | Link Configuration | Reports | Log | Map

Select map to use in i

guoutl.png earthtruecolor_nasa_big. ipg

The filename of each map is displayed below it.

3 Click the map that you want to set up, specify a custom name for the map, then click Create.

Select an agent or map Provad

=|_Remove | Done
Chek: o the map te place the agent Lint color |[Ped =

This makes the map available for use in Monitor.

4 To set up additional maps for use in Monitor, click Done to return to the Image Map Selection
menu, then repeat Step 2 and Step 3 for each map that is available in the maps directory to
make it available in Monitor.

5 If you want to make one or more smaller-scale maps available from a large-scale map, continue
with “Setting Up Regions” on page 1006.

or
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If your maps are all independent from each other, skip to “Adding Agents to a Map” on
page 1007.

Setting Up Regions

If some of your maps are subsets of other maps, you can set up a large-scale map so that it links to
one or more smaller-scale maps. For example, a map of the world could have a region for each
continent or country, or a map of a city or country could have a region for each office where
GroupWise domains or post offices are located.

1 Set up at least two maps in Monitor, as described in “Making Maps Available in Monitor” on
page 1004.

2 In the Monitor Agent Web console, click Map to display the maps that are available in Monitor.

Status | Preferences | Link Trace | Link Configuration | Reports | Log | Map

Image map selection

[ Wiew |[ Edit |[ Delete |[ Hew |

The custom name of each map is displayed below it.
3 Click Edit, then click a large-scale map.

4 In the drop-down list, scroll down through the agents, click the smaller-scale map that you want
to define as a region, then click on the large-scale map to refresh the view.

5 Click points on the map to surround the region.

6 Click Done to define the region.

NOTE: With a very wide map, you need to scroll horizontally to display the Done button.

The region appears labeled on the large-scale map.
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7 To define more regions on the large-scale map, click Done to return to the available maps, then
repeat Step 3 through Step 6 for each region.

or

To place agents on a map, continue with Adding Agents to a Map.
Adding Agents to a Map

1 In the Monitor Agent Web console, click Map to display the maps that are available in Monitor.

Status | Preferences | Link Trace | Link Configuration | Reports | Log | Map

Image map selection

[ Wiew |[ Edit |[ Delete |[ Hew |

The custom name of each map is displayed below it.
2 Click Edit, then click the map where you want to add agents.

3 Select an agent in the drop-down list, then click the place on the map where that agent is
located.

The agent name appears in a blue box.

4 Select additional agents and locations as needed.
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Select an agent or map Sales.Provo2 j Remave Dane
Click on the map to place the agent Line color: | Red -

5 In the Line Color drop-down list, select the color to use to show links between locations.

Make sure you select a color that shows up well on the particular map. Lines display on the
map only when links between locations are down.

6 Click Done when the map includes all the needed GroupWise agents in their respective
locations.

7 Continue with Using an Image Map to Monitor Agents

Using an Image Map to Monitor Agents

1 In the Monitor Agent Web console, click Map > View.
2 Click a map to view agent status.
or

If the map has regions, click a region to display the map that has agent status for that region.

At this point, the Monitor Agent checks the status of each agent on the map. Any agent that is
down or that has a status of Major, Critical, or Warning displays in red on the map. Agents with
a lower status do not display on the map. If a link between agents is down, a line displays
between the agents.
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61.3.4 Environment Report

An environment report lists all monitored agents, along with each agent’s location, version, I[P
address, port number, and operating system information. For NetWare® agents, the server name,
CLIB version, TCP/IP version, Novell eDirectory™ version, and the number of packet receive

buffers are also listed.

At the Windows Monitor Agent server console or the Monitor Agent Web console:

1 Click Reports > Environment.

Environment Report ZI
Agent Name I Agent Type I Agent Version | Agent Address | Agent Port | Server Name | 05 Yersion I Close I
Development.Pro.. PO& 7.0 [FA2/2007) 17315413 1677 PRV-Giw Movell Metware ...

Marketing Provad  POA 7.0 [07/21/2007] 17315415 1677 Linux Send |
Proval MTA 7O FA2/2007) 17315413 7100 PRY-Gw Novell Metw/are ..

Proval Giwla Gl 7.0 (07-12-07) 173.15.4.13 5850 PRV-Giw Novell Hetware .. Save |
Prova2 MTA POF/ZR/200F) 1731548 7100 “wfindoves MT (T...

Provo2 G/l Gl 172.15.4.18 9850 el |
Prova3 MTA 7.0 (07/21/2007) 173165415 7100 Liru

Provo3 Gl Gl F.007/21/20071 17315415 5850 Lirux Release 2.

Sales.ProvoZ POA 7.0 (FA27/2007) 173715416 1677 “wfindowes MT (T...

WEBACTDA Prov... WEBACC 7O0[FAZ2/2007) 173.15.4.13 7211 Novell Hetw/are

WEBACTDA Prov... WEBACC 73.154.16 21

4]

WEBACTOA Prov...

WEBACC

7.0 [F/22/2007)

1
17315415

721
|

Linux Release 2.

2 Scroll through the displayed information for your own use.

or

Click Send, type your e-mail address, type one or more e-mail addresses to send the
environment report to, then click Send.

3 Click OK to close the Environment Report dialog box.

61.3.5 User Traffic Report

A user traffic report enables you to determine how many messages a user has sent outside his or her
post office. The user traffic report lists all messages sent by a specified user during a specified date/
time range, along with date, time, and size information for each message. You can also generate a

user traffic report for all users whose messages pass through a selected domain.

In order for the information to be available to generate a user traffic report, you must configure the
MTA to perform message logging. See Section 41.4.2, “Enabling MTA Message Logging,” on

page 643.

At the Windows Monitor Agent server console or the Monitor Agent Web console:

1 Click Reports > User Traffic.

Select the user’s domain or the domain you want to generate a user traffic report for.

3 Type the GroupWise user ID that you want to create a report for.

or

Leave the field blank to create a report for all users whose messages pass through the selected

domain.

4 Tf you want to restrict the report to a particular time interval, specify start and end dates and

times.

5 Click Run.
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6 After the results are displayed, click Save, provide a filename for the report, select the format
for the report, then click OK.

Reports can be saved in comma-separated or tab-separated format to meet the needs of the
program you plan to use to display and print the report. For example, you could bring the data
into a spreadsheet program. If needed, you can include column headings to create an initial line
in the output file that labels the contents of each column.

7 When you are finished generating user traffic reports, click Close.

61.3.6 Link Traffic Report

A link traffic report enables you to determine how many messages are passing from a selected
GroupWise domain across a specified link. The link traffic report lists the total number and total size
of all messages passing through the link during each hour or half hour of operation.

In order for the information to be available to generate a link traffic report, you must configure the
MTA to perform message logging. See Section 41.4.2, “Enabling MTA Message Logging,” on
page 643.

At the Windows Monitor Agent server console or Monitor Agent Web console:

1 Click Reports > Link Traffic.
2 Select the source domain of the link.

The list includes all domains that the Monitor Agent uses XML to communicate with. If the
Monitor Agent must use SNMP to communicate with a domain, that domain is not included in
the list.

3 Select the other end of the link, which could be another domain, a post office, or a gateway.

4 1If you want to restrict the report to a particular time interval, specify start and end dates and
times.

5 Click Run.

6 After the results are displayed, click Save, provide a filename for the report, select the format
for the report, then click OK.

Reports can be saved in comma-separated or tab-separated format to meet the needs of the
program you plan to use to display and print the report. For example, you could bring the data
into a spreadsheet program. If needed, you can include column headings to create an initial line
in the output file that labels the contents of each column.

7 When you are finished generating link traffic reports, click Close.

61.3.7 Message Tracking Report

A message tracking report enables you to track an individual message through your GroupWise
system. The message tracking report provides information about when a message was sent, what
queues the message has passed through, and how long it spent in each message queue. If the
message has not been delivered, the message tracking report shows where it is.

In order for the information to be available to generate a message tracking report, you must
configure the MTAs in your GroupWise system to perform message logging. See Section 41.4.2,
“Enabling MTA Message Logging,” on page 643.
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In addition, you need to determine the message ID of the message. Have the sender check the Sent
Item Properties of the message in the GroupWise client. The Mail Envelope Properties field displays
the message ID of the message; for example, 3ADSEDEB.31D : 3 : 12763.

At the Windows Monitor Agent server console or Monitor Agent Web console:

1 Click Reports > Message Tracking.
2 Type the message ID of the message to track.

You can obtain the message file ID in the GroupWise client. Open the Sent Items folder, right-
click the message, click Properties, then check the Mail Envelope Properties field for the
message file ID; for example, 3A75BAB9.FF1 : 8 : 31642.

3 Select the domain where you want to start tracking.
4 Click Track.

5 When you are finished generating message tracking reports, click Close.

61.3.8 Performance Tracking Report

Before you can run a performance tracking report, you must configure the Monitor Agent for
performance tracking. See Section 61.4, “Measuring Agent Performance,” on page 1012.

61.3.9 Connected User Report

The Connected Users report lists all users that are currently connected to POAs throughout your
GroupWise system. It lists username; client version, date, and platform; login time; and the IP
address of the client user.

At the Monitor Agent Web console:

1 Click Reports > Connected Users.

NOTE: The Connected Users report cannot be generated at the Windows Monitor Agent
server console or the Monitor Web console.

61.3.10 Gateway Accounting Report

Before you can run a gateway accounting report, you must configure the Monitor Agent to collect
gateway accounting data. See Section 61.5, “Collecting Gateway Accounting Data,” on page 1015.

61.3.11 Trends Report

The Trends report presents graphs of agent MIB variables as sampled over time.
In the Monitor Agent Web console:

1 Click Reports > Trends.

NOTE: The Trends report cannot be generated at the Windows Monitor Agent server console.

2 Click the type of agent for which you want to set up a Trend report.

3 Specify a unique name for the Trend report.
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4 Sclect the MIB variables that you want to collect values for over time, then click Add Trend.
The Trend report appears in the Agent Trends list.
5 Click the Trend report to view the graphs.

61.3.12 Down Time Report

The Down Time report graphically illustrates how much time each GroupWise agent has been down
during the day.

In the Monitor Agent Web console:

1 Click Reports > Down Time.

NOTE: The Down Time report cannot be generated at the Windows Monitor Agent server
console.

61.4 Measuring Agent Performance

To test the performance of the agents in your GroupWise system, you can send performance test
messages from a specially configured Monitor domain to target domains anywhere in your
GroupWise system. The Monitor Agent measures the amount of time it takes for replies to return
from the target domains, which lets you ascertain the speed at which messages flow through your
GroupWise system.

Perform the following steps to set up agent performance testing:

¢ Section 61.4.1, “Setting Up an External Monitor Domain,” on page 1012
¢ Section 61.4.2, “Selecting an MTA to Communicate with the Monitor Agent,” on page 1013

¢ Section 61.4.3, “Configuring the Monitor Agent for Agent Performance Testing,” on
page 1014

¢ Section 61.4.4, “Viewing Agent Performance Data,” on page 1014
¢ Section 61.4.5, “Viewing an Agent Performance Report,” on page 1015

¢ Section 61.4.6, “Receiving Notification of Agent Performance Problems,” on page 1015

61.4.1 Setting Up an External Monitor Domain

Before you can use the GroupWise Performance Testing dialog box to configure and enable
GroupWise performance testing, you must create a specially configured Monitor domain and select
an MTA to receive performance test messages from the Monitor Agent. The Monitor Agent uses an
external GroupWise domain as part of measuring performance.

In ConsoleOne:
1 Create an external GroupWise domain.

For information about external GroupWise domains, see “Creating an External Domain” in
“Connecting to GroupWise 5.x, 6.x, and 7.x Systems” in the GroupWise 7 Multi-System
Administration Guide. By creating an external domain, you enable the Monitor Agent to
approximate the round-trip time for e-mail messages to travel to recipients and for status
messages to travel back to senders. If you are going to set up gateway accounting reports, as
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described in Section 61.5, “Collecting Gateway Accounting Data,” on page 1015, you can use
this same external domain for collecting accounting data.

Create External GroupWise Domain E|
Domain namme: l:l
Dotnain Database Location (optional): m

J Help
Titne Zone:
[cemT-07.00) Mourtain Time (US & Canada) =1
Wersion
F =
Link To Dotnain:
|vao1 ﬂ
[ Creste anather domain

2 Name the external domain to reflect its role in your GroupWise system.

For example, you could name it ExternalMonitorDomain. It does not matter which domain you
link the external domain to.

3 Continue with Section 61.4.2, “Selecting an MTA to Communicate with the Monitor Agent,”
on page 1013.

61.4.2 Selecting an MTA to Communicate with the Monitor
Agent

The Monitor Agent needs to send its performance testing messages to a specific MTA in your
GroupWise system. It does not matter which MTA you decide to use. It could be the MTA for the
domain to which the external Monitor domain is linked.

In the Link Configuration Tool in ConsoleOne (Tools > GroupWise Utilities > Link Configuration):

1 Configure the outbound link from the selected MTA to the external Monitor domain to be a
TCP/IP link.

Edit Domain Link X
Description:  Howe Proval connects to GW Performance Tester ok
Link Teype: Direct b
Cancel
Settings Help
Protocol: TCRAP
IP Address: | & Scheduling..
I override

Maximum send message size: 0 %{ MBytes
Delay message size: 0 %{ MBytes

Transter Pull Info, I External Link Infa...

Click the pencil icon to provide the IP address of the server where the Monitor Agent runs.
Specify a unique port number for the MTA to use to communicate with the Monitor Agent.
Click OK twice to finish modifying the link.

Exit the Link Configuration Tool to save the new link configuration information.

o a A WD

Continue with Section 61.4.3, “Configuring the Monitor Agent for Agent Performance
Testing,” on page 1014.
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61.4.3 Configuring the Monitor Agent for Agent Performance
Testing

After you have created an external Monitor domain and configured a link from it to an MTA, you are
ready to configure the Monitor Agent for performance testing.

At the Windows Monitor Agent server console:
1 Click Configuration > Performance Testing.
or

On Linux, at the Monitor Agent Web console, click Preferences > Setup, then scroll down to
the Performance Testing section.

GroupWise Performance Testing = x|
Domain to send messages to || j oK I
Send pefformance messages every |5 =1 minutes el

=
™ Enable Groupwise Performance Testing Help

Send performance messages to
4l Agents
' Monitored Agents

2 Fill in the fields:

Domain Name for GroupWise Monitor: Select the external Monitor domain that you
configured for system performance testing.

You might need to restart the Monitor Agent in order to see the new Monitor domain in the
drop-down list.

Send Performance Messages Every: Specify in minutes the time interval for the Monitor
Agent to send performance test messages.

Enable GroupWise Performance Testing: Select this option to turn on performance testing.
Deselect this option when you have finished your performance testing.

Send Performance Messages To: Select A/l Agents to send performance test messages to all
domains in your GroupWise system. Select Filtered Agents to send performance test messages
only to the agents currently listed at the Monitor Agent console.

3 Click OK to put the performance testing settings into effect.
4 Continue with Section 61.4.4, “Viewing Agent Performance Data,” on page 1014.
or

Continue with Section 61.4.6, “Receiving Notification of Agent Performance Problems,” on
page 1015.

61.4.4 Viewing Agent Performance Data

The information gathered by the Monitor Agent through performance test messages is recorded in
the Monitor history log.

At the Windows Monitor Agent server console or Monitor Agent Web console:

1 Click Log > View History Files.
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2 Select a history log file > click View.

61.4.5 Viewing an Agent Performance Report

A performance testing report enables you to measure how long it takes messages to travel through
your GroupWise system. The performance testing report lists each domain that a performance test
message was sent to, when it was sent by the Monitor Agent, and the number of seconds between
when it was sent and when the Monitor Agent received a response from the tested agent.

At the Windows Monitor Agent server console or Monitor Agent Web console:

1 Click Reports > Performance Testing.

2 Select All Domains to generate a performance testing report for all domains in your GroupWise
system.

or
Select one domain to generate a performance testing report for it.

3 Click Run to generate the performance testing report.

61.4.6 Receiving Notification of Agent Performance Problems

If you want the Monitor Agent to notify you if system performance drops to an unacceptable level,
you can create a threshold to check the mtaLastResponseTime and mtaAvgResponseTime MIB
variables. The average response time is a daily average that is reset at midnight. See Section 59.5.2,
“Customizing Notification Thresholds,” on page 981 for setup instructions.

61.5 Collecting Gateway Accounting Data

To gather gateway accounting data for a gateway, you set up a specially configured Monitor domain.
The Monitor Agent then measures the traffic that passes through the gateway.

Perform the following steps to set up gateway accounting:

+ Section 61.5.1, “Setting Up an External Monitor Domain,” on page 1015
¢ Section 61.5.2, “Selecting an MTA to Communicate with the Monitor Agent,” on page 1016

¢ Section 61.5.3, “Setting Up an External Post Office and External User for Monitor,” on
page 1017

¢ Section 61.5.4, “Receiving the Accounting Files,” on page 1017
¢ Section 61.5.5, “Viewing the Gateway Accounting Report,” on page 1018

61.5.1 Setting Up an External Monitor Domain

Before you can run a gateway accounting report, you must create a specially configured Monitor
domain and select an MTA to transfer accounting data to and from the Monitor Agent. The Monitor
Agent uses an external GroupWise domain as part of this process.

In ConsoleOne®:

1 Create an external GroupWise domain.
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For information about external GroupWise domains, see “Creating an External Domain” in
“Connecting to GroupWise 5.x, 6.x, and 7.x Systems” in the GroupWise 7 Multi-System
Administration Guide. If you are going to set up agent performance reports, as described in
Section 61.4, “Measuring Agent Performance,” on page 1012, you can use this same external
domain for collecting agent performance data.

Create External GroupWise Domain El
Domain hatne: l:l
o " Cancel
Domain Databsse Location (optionsl):
J Help
Time Zone:
|cenT-07.00) Mourtsin Time (U & Canada) |
iersion:
I [
Link To Dotnain:
|van1 ﬂ
I™ creste anather dormain

2 Name the external domain to reflect its role in your GroupWise system.

For example, you could name it ExternalMonitorDomain. It does not matter which domain you
link the external domain to.

3 Continue with Section 61.4.2, “Selecting an MTA to Communicate with the Monitor Agent,”
on page 1013.

61.5.2 Selecting an MTA to Communicate with the Monitor
Agent

The Monitor Agent needs to receive its gateway accounting messages from a specific MTA in your
GroupWise system. It does not matter which MTA you decide to use. It could be the MTA for the
domain to which the external Monitor domain is linked.

In the Link Configuration Tool in ConsoleOne (Tools > GroupWise Utilities > Link Configuration):

1 Configure the outbound link from the selected MTA to the external Monitor domain to be a

TCP/IP link.
Edit Domain Link X
Description:  Howe Provol connects to GW Perfarmance Tester OK
Link Type:  |Direct e
ot Cancel

Settings Help
Protocol: TCRAP
IP Acldress: | f Scheduling..
[ override

Maximum send message size: 0 %{ MBytes
Delay message size: 0 %{ MBytes

Transter Pull Info, I External Link Infa...

2 Click the pencil icon to provide the IP address of the server where the Monitor Agent runs.
3 Specify a unique port number for the MTA to use to communicate with the Monitor Agent.
4 Click OK twice to finish modifying the link.

5 Exit the Link Configuration Tool to save the new link configuration information.
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6 Continue with Setting Up an External Post Office and External User for Monitor.

61.5.3 Setting Up an External Post Office and External User for
Monitor

The setup for gateway accounting requires an external post office and an external user in the
external domain.

1 Create an external GroupWise post office.

1a Right-click the External Domain object, then click New External Post Office.

Create External GroupWise Post Office

Post affice name: l:l
Time Zone, ﬂ
‘(GMT-D?:DDJ Mourtain Time (US & Canaca) j Help

I Create snother post office

1b Name the external post office to reflect its role, such as ExternalMonitorPO.
1c Click OK.
2 Create an external user.

2a Right-click the External Post Office object, then click New > External User.

Create GroupWise External User

User Narme:

[ Creste ancther external user

Cancel

i

Help

2b Name the external user to reflect its role, such as ExternalMonitorUser.
2c Click OK.

2d Continue with Receiving the Accounting Files

61.5.4 Receiving the Accounting Files

1 Make sure that you are set up to receive gateway accounting files.

For example, if you want to set up a gateway accounting report for activity to and from the
Internet through the Internet Agent, you would add yourself as an Accountant on the Gateway
Administrators page of the Internet Agent object, as described in Section 47.3, “Tracking
Internet Traffic with Accounting Data,” on page 764. The Exchange Gateway and the Notes
Gateway have comparable property pages.

2 In the GroupWise client, create a rule to forward all gateway accounting messages (that is,
those messages with an attached acct file) to the Monitor user in the external gateway
accounting post office.

3 In order to establish the link, restart the Monitor Agent and the MTA selected in Section 61.5.2,
“Selecting an MTA to Communicate with the Monitor Agent,” on page 1016.

4 To see that the logs are being received by the Monitor Agent:
4a At the Monitor Agent Web console, click Log > Gateway Accounting Logs.
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4b Select the Internet Agent or gateway, then click View Accounting Logs.

If logs are listed, then data is successfully arriving to the Monitor Agent. The Monitor
Agent uses this data to generate gateway accounting reports.

The accounting log files on stored on the server where the Monitor Agent is running. The
default location varies by platform.

Linux: /var/log/novell/groupwise/gwmon/acct

Windows: c:\gwmon\acct

61.5.5 Viewing the Gateway Accounting Report

After gateway accounting files are being successfully sent to the Monitor Agent for processing, you
can view the Gateway Accounting report in your Web browser. The Gateway Accounting report
organizes information gathered in gateway accounting files into a format that is visually easy to
read.

1 At the Monitor Agent Web console, click Reports > Gateway Accounting.

NOTE: The Gateway Accounting report cannot be generated at the Windows Monitor Agent
server console.

2 Select the Internet Agent (GWIA) or gateway for which you want to view accounting reports,
then click View Accounting Reports.

You can view the report by domains or by users. You can sort the report on any column.

61.6 Assigning Responsibility for Specific
Agents

If multiple GroupWise administrators manage the agents throughout your GroupWise system, you
can assign a contact for each agent. Or, in a help desk environment, a person can be assigned to an
agent when a problem occurs. The person assigned to the agent can record notes about the
functioning of the agent, which are then available to other administrators.

At the Windows Monitor Agent server console:
1 Right-click an agent in the agent status window, then click Agent Details.
or

On Linux, at the Monitor Agent Web console, click the agent status link.
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Development.Provol Details

x|

MName Development. Proval _DK
Type POA
Address  jbd-nw.provo.novell. com Cancel |
Fort 1677
State Mormal MIB Valuss |
Poll Type XML Help |
Thresholds
Suggestions
Azgigned to
Mates =

|

2 In the Assign To field, type the name of the GroupWise administrator who is responsible for this
agent.

The name is displayed to the right of the agent status in the status window of the Monitor Agent
console and the Monitor Web console.

3 In the Notes box, type any comments you might have about the agent.

If a problem with the agent occurs, the Thresholds box and the Suggestions box displays
helpful information about the problem if you have set up customized thresholds, as described in
Section 59.5.2, “Customizing Notification Thresholds,” on page 981.

4 Click OK to save the information about who is assigned to the agent.

61.7 Searching for Agents

If you monitor a large number of agents, the list displayed in the Monitor Web console can become
very long. You can easily search for an individual agent or for a group of related agents.

At the Monitor Web console:

1 Click the Search icon.

GroupWise, Monitor
Search [EI E’KJ
~ ® Corporate Mail [2]

b MetWare Agents [2]
b Windows &gents [2] Agent Name: I

Creale AgentView: @ problem Agents  © monitored sgents Al Agents
Rename
Move AgentType: [T mTa  Mroa 7 Gwia " wEBsce [ PAGER
Delete Casme Tapr T Fax "T85 [~ GATEWAY
Refresh [Cxa00  Txe5 [T EXCHANGE [ Other
Help
Sart By: Mame =
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NOTE: The Search feature is not available in the Windows Monitor Agent server console or
the Monitor Agent Web console.

2 Type the name of an agent.
or
Select Problems to list all agents whose status is other than Normal.
or
Select one or more types of agent to list.
3 Select the number of instances you want listed at one time.
4 Click Search.

The results display on the Search page with the same functionality as is available on the regular
Monitor Web console pages.
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Comparing the Monitor Consoles

Many aspects of agent monitoring are available in one or more of the Monitor Agent consoles. The
table below summarizes agent monitoring features and where they are available.

Task

Selecting Agents to Monitor

Creating and Managing Agent Groups
Viewing All Agents

Viewing Problem Agents

Viewing an Agent Server Console

Viewing an Agent Web Console

Searching for Agents

Assigning Responsibility for Specific Agents
Configuring the Monitor Agent for HTTP
Configuring the Monitor Agent for SNMP
Configuring Polling of Monitored Agents

Configuring E-Mail Notification for Agent
Problems

Configuring Audible Notification for Agent
Problems

Configuring SNMP Trap Notification for
Agent Problems

Configuring Authentication and Intruder
Lockout for the Monitor Web Console

Configuring Monitor Agent Log Settings
Monitoring Messenger Agents
Generating Reports

Link Trace Report

Link Configuration Report

Image Map Report

Environment Report

User Traffic Report

Windows Monitor
Agent Server
Console

Yes
Yes

Yes

Yes
Yes
Yes
No

Yes
Yes
Yes
Yes

Yes

Yes

Yes

Yes

Yes
Yes
Yes
Yes
Yes
No

Yes

Yes

Monitor Agent Web Monitor Web

Console Console

Yes No

Yes Yes

Yes Yes if not in
groups

Yes Yes

No No

Yes Yes

No Yes

Yes Yes

Yes Yes

Yes Yes

Yes Yes

Yes Yes

No No

Yes Yes

Authentication: Yes No
Intruder Lockout: No

Yes
Yes
Yes
Yes
Yes
Yes
Yes

Yes

Yes
Yes
Yes
Yes
Yes
No
No
No
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Link Traffic Report

Message Tracking Report
Performance Tracking Report
Connected User Report
Gateway Accounting Report
Trends Report

Down Time Report

Yes
Yes
Yes
No
No
No
No

Yes
Yes
Yes
Yes
Yes
Yes

Yes

No
No
No
No
No
No
No
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Using Monitor Agent Switches

GroupWise® Monitor Agent startup switches must be used on the command line when you start the
Monitor Agent, or in a script or batch file created to start the Monitor Agent. The Monitor Agent
does not have a startup file for switches.

Linux: If you start the Monitor Agent by running the gwmon executable, you can create a script
like the following:

/opt/novell/groupwise/agents/bin/gwmon --home /domain directory --
other switches &

If you start the Monitor Agent by running the grpwise-ma script, you can edit the
MA_OPTIONS variable to include any switches you want to set.

Windows:

You can create a batch file like the following:

c:\gwmon\gwmon.exe /startup switch /startup switch ...

You can create a desktop icon for your batch file, or you can add startup switches to the
Monitor Agent desktop icon that is created when you install the Monitor Agent.

The table below summarizes Monitor Agent startup switches for all platforms and how they
correspond to configuration settings in the Windows Monitor Agent Server Console.

Switch starts with: abcdefghijklmnopqrstuvwxyz

Linux Monitor Agent

Windows Monitor Agent

Windows Monitor Agent Server Console

--hapassword
--hapoll

--hauser

--help

--home
--httpagentpassword
--httpagentuser
--httpcertfile
--httpmonpassword
--httpmonuser
--httpport

--httpssl

--ipa

--ipp

--lang

/hapassword
/hapoll

/hauser

/help

/home
/httpagentpassword
/httpagentuser
/httpcertfile
/httpmonpassword
/httpmonuser
/httpport

/httpssl

l/ipa

lipp

/lang

N/A

N/A

N/A

N/A

N/A

Configuration > Poll Settings > HTTP Password
Configuration > Poll Settings HTTP User
N/A

Configuration > HTTP > HTTP Password
Configuration > HTTP > HTTP User
Configuration > HTTP > HTTP Port

N/A

N/A

N/A

N/A
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Linux Monitor Agent

Windows Monitor Agent

Windows Monitor Agent Server Console

--log
--monwork

--nmaddress

--nmhome

--nmpassword

--nmuser

--nosnmp
--pollthreads
--proxy

--tcpwaitconnect

/log
/monwork

/nmaddress

/nmhome

/nmpassword

/nmuser

/nosnmp
/pollthreads
/proxy

/tcpwaitconnect

Log > Log Settings > Log File Path
N/A

Configuration > Add Novell Messenger System
> Replica Address

Configuration > Add Novell Messenger System
> Novell Messenger System Object

Configuration > Add Novell Messenger System
> Password

Configuration > Add Novell Messenger System
> User Name

N/A
N/A
N/A
N/A

NOTE: The Monitor Agent Web console does not include any settings comparable to the Monitor

Agent startup switches.

63.1 /hapassword

Specifies the password for the Linux username that the Monitor Agent uses to log in to the Linux
server where the GroupWise High Availability service is running. See Section 59.12, “Supporting
the GroupWise High Availability Service on Linux,” on page 989.

Linux Monitor Agent Windows Monitor Agent

Syntax: --hapassword password /hapassword-password

Example: --hapassword high /hapassword-high

See also /hauser and /hapoll.

63.2 /hapoll

Specifies in seconds the poll cycle on which the Monitor Agent contacts the GroupWise High
Availability service to provide agent status information. The default is 120. The actual duration of
the poll cycle can vary from the specified number of seconds because the actual duration includes
the time during which the Monitor Agent is checking agent status and restarting agents as needed.
Then the specified poll cycle begins again and continues for the specified number of seconds. See
Section 59.12, “Supporting the GroupWise High Availability Service on Linux,” on page 989.
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Linux Monitor Agent Windows Monitor Agent

Syntax: --hapoll seconds /hapoll-seconds

Example: --hapoll 240 /hapoll-60

See also /hauser and /hapassword.

63.3 /hauser

Specifies the Linux username that the Monitor Agent can use to log in to the Linux server where the
GroupWise High Availability service is running. See Section 59.12, “Supporting the GroupWise
High Availability Service on Linux,” on page 989.

Linux Monitor Agent Windows Monitor Agent
Syntax: --hauser username /hauser-username
Example: --hauser GWHA /hauser-GWHA

See also /hapassword and /hapoll.

63.4 /help

Displays the Monitor Agent startup switch Help information. When this switch is used, the Monitor
Agent does not start.

Linux Monitor Agent Windows Monitor Agent

Syntax: --help /help

63.5 /home

Specifies a domain directory, where the Monitor Agent can access a domain database
(wpdomain.db). From the domain database, the Monitor Agent can determine which agents to
monitor, what usernames and passwords are necessary to access them, and so on.

Linux Monitor Agent Windows Monitor Agent

Syntax: --home /directory /home-[svA][vol:]\dir
/home-\\svi\voldir
/home-[drive:|\dir
/home-\\svAsharename\dir
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Linux Monitor Agent Windows Monitor Agent

Example: --home /gwsystem/provo2 /home-\provo2
/home-mail:\provo2
/home-server2\mail:\provo2
/home-\\server2\mail\provo2
/home-\provo2
/home-m:\provo2
/home-\\server2\c\mail\provo

See also /ipa and /ipp.

63.6 /httpagentpassword

Specifies the password for the Monitor Agent to prompt for when contacting monitored agents for
status information. Providing a password is optional. See Section 59.3.1, “Configuring the Monitor
Agent for HTTP,” on page 975.

Linux Monitor Agent Windows Monitor Agent
Syntax: --httpagentpassword unique_password  /httpagentpassword-unique_password
Example: --httpagentpassword Watchlt /httpagentpassword-Watchlt

See also /httpagentuser.

63.7 /httpagentuser

Specifies the username for the Monitor Agent to use when contacting monitored agents for status
information. Providing a username is optional. See Section 59.3.1, “Configuring the Monitor Agent
for HTTP,” on page 975.

Linux Monitor Agent Windows Monitor Agent
Syntax: --httpagentuser unique_username /httpagentuser-unique_username
Example: --httpagentuser AgentWatcher /httpagentuser-AgentWatcher

See also /httpagentpassword.

63.8 /httpcertfile

Specifies the full path to the public certificate file used to provide secure SSL communication
between the Monitor Agent and the Monitor Web console displayed in your Web browser. See
Section 59.8, “Configuring Authentication and Intruder Lockout for the Monitor Web Console,” on
page 985.

1026 GroupWise 7 Administration Guide



Linux Monitor Agent Windows Monitor Agent

Syntax: --httpcertfile /dir/file Inttpcertfile-[drive:|\dinfile
Inttpcertfile-\\svAsharename\dinfile

Example: --httpcertfile /certs/gw.crt /httpcertfile-\ssl\gw.crt
/httpcertfile-m:\ssl\gw.crt
Inttpcertfile-\\server2\c\ssl\gw.crt

See also /httpssl.

63.9 /httpmonpassword

Specifies the password for the Monitor Web console to prompt for before allowing a user to display
the Monitor Web console. Do not use an existing Novell® eDirectory™ password because the
information passes over the non-secure connection between your Web browser and the Monitor
Agent. See Section 59.8, “Configuring Authentication and Intruder Lockout for the Monitor Web
Console,” on page 985.

Linux Monitor Agent Windows Monitor Agent
Syntax: --httpmonpassword unique_password /httpmonpassword-unique_password
Example: --httpmonpassword Watchlt /httpmonpassword-Watchlt

See also /httpmonuser.

63.10 /httpmonuser

Specifies the username for the Monitor Web console to prompt for before allowing a user to display
the Monitor Web console. Providing a username is optional. Do not use an existing eDirectory
username because the information passes over the non-secure connection between your Web
browser and the Monitor Agent. See Section 59.8, “Configuring Authentication and Intruder
Lockout for the Monitor Web Console,” on page 985.

Linux Monitor Agent Windows Monitor Agent
Syntax: --httpmonuser unique_username /httpmonuser-unique_username
Example: --httpmonuser MonAdmin /httpmonuser-MonAdmin

See also /httpmonpassword.
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63.11 /httpport

Sets the HTTP port number used for the Monitor Agent to communicate with your Web browser.
The default is 8200; the setting must be unique. See Section 59.3.1, “Configuring the Monitor Agent
for HTTP,” on page 975.

Linux Monitor Agent Windows Monitor Agent
Syntax: --httpport port_number /httpport-port_number
Example: --httpport 8201 /httpport-9200

63.12 /httpssl

Enables secure SSL communication between the Monitor Agent and the Monitor Web console
displayed in your Web browser. See Section 59.8, “Configuring Authentication and Intruder
Lockout for the Monitor Web Console,” on page 985.

Linux Monitor Agent Windows Monitor Agent

Syntax: --httpssl /httpssl

See also /httpcertfile.

63.13 /ipa

Specifies the network address (IP address or DNS hostname) of a server where an MTA is running.
The Monitor Agent can communicate with the MTA to obtain information about agents to monitor.

Linux Monitor Agent Windows Monitor Agent
Syntax: --ipa network_address lipa-network_address
Example: --ipa 172.16.5.19 lipa-172.16.5.20

--ipa server2 lipa-server3
See also /ipp.

63.14 J/ipp

Specifies the TCP port number associated with the network address of an MTA with which the
Monitor Agent can communicate to obtain information about agents to monitor. Typically, the MTA
listens for service requests on port 7100.

Linux Monitor Agent Windows Monitor Agent
Syntax: --ipp port_number lipp-port_number
Example: --ipp 7110 lipp-7111
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See also /ipa.

63.15 /lang

Specifies the language to run the Monitor Agent in, using a two-letter language code as listed below.
You must install the Monitor Agent in the selected language in order for the Monitor Agent to
display in the selected language.

Linux Monitor Agent Windows Monitor Agent
Syntax: --lang code /lang-code
Example: --lang de /lang-fr

The table below lists the valid language codes. Contact your local Novell sales office for
information about language availability.

Table 63-1 Language Codes

Language (L:Zrtljiuage Language Ic.:e(l)r;geuage
Arabic AR Hungarian MA
Czechoslovakian CS Italian IT
Chinese-Simplified CS Japanese NI
Chinese-Traditional CT Korean KR
Danish DK Norwegian NO
Dutch NL Polish PL
English-United States us Portuguese-Brazil BR
Finnish SuU Russian RU
French-France FR Spanish ES
German-Germany DE Swedish SV
Hebrew HE

63.16 /log

Specifies the full path of the directory where the Monitor Agent writes its log files. On Linux, the
default directory is /var/log/novell/groupwise/gwmon. On Windows, the default is the
GroupWise Monitor installation directory (typically c : \gwmon). See Section 59.9, “Configuring
Monitor Agent Log Settings,” on page 986.
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Linux Monitor Agent

Windows Monitor Agent

Syntax: --log /dir/file

Example:

--log /opt/novell/groupwise/agents/logs

/log-[drive:)\dinfile
/log-\\svisharename\dinfile

/log-\gw\logs
/log-m:\gw\logs
/log-\\server2\c\gw\logs

63.17 /monwork

Specifies the location where the Monitor Agent creates it working directory. The default location

varies by platform.

Linux: /tmp/gwmon

Windows: c:\gwmon

Linux Monitor Agent

Windows Monitor Agent

Syntax: --monwork /directory

Example: --monwork /tmp

/monwork-[svA][vol:]\dir
/monwork-\\svAvoldir
/monwork-[drive:|\dir
/monwork-\\svAsharename\dir

/monwork-\temp
/monwork-mail:\temp
/monwork-server2\mail:temp
/monwork-\\server2\mail\temp
/monwork-\temp
/monwork-m:\temp
/monwork-\\server2\c\mail\temp

63.18 /nmaddress

Specifies the IP address where an eDirectory replica is available, from which the Monitor Agent can
obtain the information it needs to monitor Messenger Agents. See Section 59.11, “Monitoring

Messenger Agents,” on page 988.

Linux Monitor Agent

Windows Monitor Agent

Syntax:

Example:

--nmaddress IP_address

--nmaddress 172.16.5.18

/nmaddress-IP_address

/nmaddress-172.16.5.19

See also /nmuser, /nmpassword, and /nmhome.

1030 GroupWise 7 Administration Guide



63.19 /nmhome

Specifies the context of the eDirectory container object where a Novell Messenger system is located.
See Section 59.11, “Monitoring Messenger Agents,” on page 988.

Linux Monitor Agent Windows Monitor Agent

Syntax:  --nmhome eDirectory_context /nmhome-eDirectory_context

Example: --nmhome /nmhome-
OU=MessengerService,0O=Messenger OU=MessengerService,OU=Provo,0=Novell

See also /nmuser, /nmpassword, and /nmaddress.

63.20 /nmpassword

Specifies the password for the eDirectory user that the Monitor Agent uses to log into eDirectory to
obtain Messenger information. See Section 59.11, “Monitoring Messenger Agents,” on page 988

Linux Monitor Agent Windows Monitor Agent
Syntax: --nmpassword password /nmpassword-password
Example: --nmpassword december /nmpassword-sailboat

See also /nmuser, /nmhome, and /nmaddress.

63.21 /nmuser

Specifies a user that the Monitor Agent can use to log in to eDirectory to obtain information about
the Messenger system from the various Messenger objects. See Section 59.11, “Monitoring
Messenger Agents,” on page 988

Linux Monitor Agent Windows Monitor Agent
Syntax: --nmuser eDirectory_context /nmuser-eDirectory_context
Example: --nmuser CN=Admin,OU=Users,O=Novell /nmuser-CN=Admin,OU=Provo,O=Novell

See also /nmpassword, /nmhome, and /nmaddress.

63.22 /nosnmp

Disables SNMP for the Monitor Agent. The default is to have SNMP enabled. See Section 59.3.2,
“Configuring the Monitor Agent for SNMP,” on page 977.
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Linux Monitor Agent Windows Monitor Agent

Syntax: --nosnmp /nosnmp

63.23 /pollthreads

Specifies the number of threads that the Monitor Agent uses for polling the agents for status
information. Valid values range from 1 to 32. The default is 20. See Section 59.4, “Configuring
Polling of Monitored Agents,” on page 978.

Linux Monitor Agent Windows Monitor Agent
Syntax: --pollthreads number /pollthreads-number
Example: --pollthreads 10 /pollthreads-32

63.24 /proxy

Routes all communication through the Monitor Agent and the Monitor Application (on the Web
server). As long as the Web server can be accessed through the firewall, the Monitor Web console
can receive information about all GroupWise agents that the Monitor Agent knows about. Without /
proxy, the Monitor Web console cannot communicate with the GroupWise agents through a firewall.
See Section 59.10, “Configuring Proxy Service Support for the Monitor Web Console,” on

page 987.

Linux Monitor Agent Windows Monitor Agent

Syntax: --proxy /proxy

63.25 /tcpwaitconnect

Sets the maximum number of seconds the Monitor Agent waits for a connection to a monitored
agent. The default is 5.

Linux Monitor Agent Windows Monitor Agent
Syntax: --tcpwaitconnect seconds ltcpwaitconnect-seconds
Example: --tcpwaitconnect 10 ltcpwaitconnect-15
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